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Abstract

The rich internal structure of polyatomic molecules has inspired a number of theoretical

proposals exploring a myriad of unique scientific and engineering frontiers, including quan-

tum simulation and next-generation searches for physics beyond the standard model. Estab-

lishing full control over these complex quantum objects is likely necessary to harness their

full potential; however, the same rich internal structure that gives rise to the immense scien-

tific potential of polyatomic molecules also makes manipulating them a daunting task. In the

past decade there has been considerable progress in the production, cooling, and control of

diatomic species using direct laser cooling and magneto-optical trapping. This dissertation

focuses on extending direct laser cooling and trapping to polyatomic molecules.

Direct laser cooling of triatomic radical calcium monohydroxide (CaOH) is demonstrated.

This molecules is a prototypical example of a broad class of polyatomic molecules that in-

cludes symmetric and asymmetric tops. Transverse magneto-optical trapping is demonstrated,

establishing the ability to scatter an unprecedented number of photons in a polyatomic species.

An understanding of previously unappreciated intricacies of molecular structure is developed,

that explains observations of novel vibrational decay pathways. High resolution spectroscopy
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of hybrid vibrational modes is performed. A laser cooling scheme is constructed that will sup-

port future efforts to use the full range of laser cooling and high-fidelity detection techniques

required to implement an optical tweezer array of polyatomic molecules. Our experimental

efforts demonstrate the feasibility of direct laser cooling applied to CaOH, up ending long-

standing assumptions of the inextricable complexity of polyatomic molecules.
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1
Introduction

Laser cooling spurred a revolution in atomic, molecular and optical (AMO) physics, produc-

ing atomic samples at unprecedented temperature scales which, in combination with evapo-

rative cooling, enabled a huge breadth of scientific investigations and technological applica-

tions [1, 2, 3, 4]. As the temperature of a quantum system decreases, our ability to trap and

manipulate these systems with external electric [5], magnetic [6], and optical [7] potentials in-

creases, allowing us to isolate these systems from ambient perturbations and engineer artificial

quantum systems. The development of new tools that lower temperature and increase phase-

space density extend quantum control to new and more complex systems. This is a vital and

active aspect of AMO physics. Full quantum control enables the study of nuanced interactions

within and between quantum systems. This exquisite level of control has been established for
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Figure 1.1: Applications of cold molecules as a function of temperature. Figure reproduced with
permission from chapter 1 of ref. [14].

several atomic species, leading to applications ranging from ultra-precise atomic clocks [8] to

quantum simulation of condensed matter systems [9]. Neutral atoms are well understood and

provide an excellent tool for meteorology and building blocks for studying artificial quantum

systems; however, molecules, rich with internal degrees of freedom, beckon with the promise

of novel research avenues and advantages over atomic systems [10, 11, 12, 13].

1.1 Why cold molecules?

The internal structure of molecules gives rise to scientific applications spanning a wide range

of temperature scales. Cold molecules (∼2 K) are used for several types of precision measure-

ments where their internal structure offers enhancements over atomic species [13]. Another

fundamental research avenue is the study of the collisional properties in molecules to build an

understanding of how energy is exchanged in molecular interactions through inelastic colli-

sions and chemical processes. These studies have astrophysical relevance in the Kelvin regime

and show the emergence of quantum behavior at lower temperatures. In the ultracold regime
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Figure 1.2: Schematic of CaOH bending mode with projection of nuclear orbital angular momentum l
labeled.

( < 1 mK), molecules can be manipulated by optical potentials, leading to novel platforms

for quantum simulation and quantum information [12, 11]. In addition to improving control

over simpler molecular systems, expanding research to new and more complex species offers

additional applications spanning biology and chemistry [15, 16, 17].

The work described in this dissertation focuses specifically on extending laser cooling to

calcium monohydroxide (CaOH), a prototypical example of a broader class of Metal-Oxide-

Radical (MOR) molecules [18]. MOR molecules feature a single metal-centered valence elec-

tron bound to a pseudohalogen ligand [19]. They are isoelectrionic to alkali atoms, which

were the first (and easiest) atoms to be laser cooled, and several of the diatomic species (e.g.

CaF, SrF, and YO) for which laser cooling has been demonstrated [20, 21, 22, 23]. MOR

molecules feature strong optical transitions and diagonal Franck Condon factors, which make

them particularly well suited to laser cooling [18]. Previous studies of alkaline-earth contain-

ing species were motivated by considerable astrophysical interest in understanding the compo-

sition and energy spectrum of cool stellar objects [24, 25, 26]. The strong, accessible optical

transitions and relative ease with which these samples are produced made them ideal systems

3



to study several types of molecular interactions (e.g. Renner-Teller interactions and Fermi

resonances) yielding a sizable body of spectroscopic literature. These features of alkaline

earth monohydroxides (e.g. SrOH and CaOH) make them prime candidates for laser cooling,

optical manipulation, and high fidelity quantum state preparation and readout. Preliminary

work in our lab on polyatomic molecules focused on SrOH as the optical transitions of that

molecule were accessible with external cavity diode lasers. CaOH was chosen as a more fa-

vorable candidate for full laser cooling for two major reasons: one, the vibrational repumping

transitions are in the 550-680 nm visible band where high power is accessible with dye lasers;

two, the lower mass is expected to simplify radiative slowing, which is widely regarded as the

largest challenge when laser cooling diatomic molecules.

Specifically, the complexity that arises in CaOH, relative to its diatomic analog CaF, is the

presence of additional vibrational modes, most notably the presence of a bending vibrational

mode that can possess non-zero angular momentum. In excited vibrational states with non-

zero projections of vibrational angular momentum there are closely spaced opposite parity lev-

els that can be mixed with a modest electric field. Mixing these levels polarizes the molecule,

orienting it in the laboratory frame to make use of the tunable anisotropic dipole-dipole inter-

actions that are at the heart of many quantum information and computation proposals. While

this parity doublet energy structure exists in excited bending vibrational states for linear tri-

atomics, it is a generic feature of polyatomic molecules. The dipole moment vs. electric field

for CaOH in the X̃(0110) state is shown in Figure 1.3. Here it is clear that not only do poly-

atomic molecules have states with near constant dipole moment, but they also have states with-

out a dipole moment enabling interactions to be “switched off”. More detailed descriptions

of the multitude of applications for cold and ultracold diatomic and polyatomic molecules are

found in the subsections below.
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Figure 1.3: Dipole moment of CaOH plotted as a function of applied electric field. Note the existence of
polyatomic states with positive dipole moment indicating molecular alignment with the applied field,
negative dipole moment indicating anti-alignment, and zero dipole moment. Polarization occurs at
modest and easily achievable electric fields for polyatomic molecules. While this case specifically
represents CaOH in the X̃(0110) state, this structure is a generic feature of polyatomic molecules.
Diatomic molecules are represented by CaF and polarization occurs at significantly higher applied

fields.

1.1.1 Precision measurement

Molecules are powerful tools for precision measurement, specifically tests of fundamental

symmetries and the variation of fundamental constants. Diatomic molecules (ThO [27] and

HF+ [28]) have been used as experimental probes searching for the electron electric dipole

moment (EDM), and provide stringent limits on theories describing physics beyond the stan-

dard model. These molecules possess an angular momentum structure with a projection of

electron orbital angular momentum along the internuclear axis, giving rise to a parity doublet

that allows the molecule to be fully polarized in the lab frame. This allows the large effective

internal electric field of the molecules to be leveraged [29], enhancing the sensitivity to an

electron EDM. Critically, the same energy level structure provides a powerful tool for system-

atic error rejection. Similar experiments have been proposed in other diatomic species (YbF)
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that are well suited to laser cooling. Experiments with YbF are predicted to more sensitive to

an electron EDM than current limits [30]. Proposals using polyatomic species (YbOH) com-

bine the ability to implement laser cooling with the valuable parity doublet structure and are

predicted to be capable of improving EDM sensitivity by 3 orders of magnitude over current

limits [31]. Since the original YbOH proposal there has been impressive progress towards the

production of sub-mK samples of YbOH for a next-generation electron EDM experiment [32].

Molecules also provide a unique platform to test the time variation of fundamental con-

stants. Such variation may be the result of couplings between ultralight dark matter fields and

ordinary matter [33, 34]. The combination of energy scales in molecules (Eel : Evib : Erot =

1 :
√μ : μ), where μ ≡ me

mp is electron to proton mass ratio, leads to near degenerate states

that arise from different physical motions. The energy of rotation and vibration scales differ-

ently with μ, so monitoring the difference in energy between two such states provides a limit

on the variation of μ with time. A list of transitions that have sensitivities to variation of α

and μ can be found in ref. [35, 33]. Experimental limits have been set through spectroscopy

of polyatomic molecular systems [36, 34] and further experiments using molecules have been

proposed [37, 38]. The use of cold, trapped samples to perform precision spectroscopy will

lead to significant improvements in these measurements [39, 40].

1.1.2 Cold collisions and controlled chemistry

Collisions are a fundamental physical process that is only partially understood in molecular

systems [41]. Due to the natural limitations of laser cooling (the Doppler and recoil limit),

secondary cooling techniques based on collisions, such as sympathetic cooling and evapo-

rative cooling, are typically required to achieve samples with temperatures low enough to
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observe quantum degeneracy1 [13]. Sympathetic cooling of trapped molecules through col-

lisions with a colder co-trapped atomic species have been proposed as one method for fur-

ther cooling of molecules [43, 44]. Ab initio theoretical analysis of collisions between SrOH

and Li predict favorable collisional properties for sympathetic cooling [45]. The similar elec-

tronic structure of strontium hydroxide and calcium hydroxide make it likely that these results

also apply to CaOH. Evaporative cooling removes the hottest particles, allowing the sample

to collisionally thermalize at lower temperatures. Evaporative cooling is ubiquitously used

to cool atomic samples to quantum degeneracy. CaOH-CaOH collisions in the X̃(0110) ex-

cited vibrational state have also been theoretically modeled, predicting favorable properties

for evaporative cooling [46]. These predictions make use of a technique to shield molecules

from short-ranged inelastic collisions and chemical loss pathways through the application of

external fields [47, 48].

Cold chemistry is a rich field studying collisions in a regime where quantum properties

begin to dominate [11, 49]. Single quantum state preparation of molecular samples can have

dramatic effects on the collisional properties of the system [50]. Chemical reactions can be

controlled through application of external fields [51, 52]. There are efforts underway to study

fundamental chemical processes using single pairs of molecules, prepared in a single control-

lable quantum state and observing the reactants [53]. Polyatomic molecules enrich chemi-

cal studies by offering vast chemical diversity. One could also imagine generating ultracold

functional groups by dissociating laser cooled MOR molecules, mirroring research efforts to

produce organically relevant atomic species that are not susceptible to laser cooling [54, 55].

Additionally, the phenomenon of chirality, where two molecular isomers are mirror images

of one another, can only be studied in polyatomic systems. Chirality plays a defining role in
1Ref. [42] is a notable exception where quantum degeneracy is achieved without evaporative cool-

ing.
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certain chemical and biological processes [56, 57].

1.1.3 Quantum information and simulation

Figure 1.4: Schematic of a proposed array of optical tweezers containing CaOH molecules in the
excited X̃(0110) state

Molecules have been proposed as candidates for a variety of quantum information and sim-

ulation proposals making use of long-range dipolar interactions [10, 58, 59]. In particular, 2Σ+

ground state molecules, with an unpaired electron spin, may be used to simulate a variety of

models including lattice-spin models [60], the Hubbard model with the addition of three body

interactions [61], and non-trivial topological systems [62]. Polyatomic molecules, specifically

symmetric tops, have also been proposed to simulate unconventional quantum magnetism [63].

In addition, molecules are excellent candidates for quantum computation, as they have long

coherence times and rich internal structure that can be used to encode qubit states. There are

a number of proposals using molecules to implement high fidelity gates for quantum infor-

mation applications [64, 65, 66, 67, 68, 69]. Polyatomic molecules in optical tweezers, such

as the recently laser cooled CaOCH3 [70], have also been proposed as a scalable system for

quantum computation [71]. Recently, diatomic molecules have been loaded into an optical
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tweezer array where non-destructive imaging allows for rearrangement into defect-free sys-

tems [72, 73]. This represents the first stage of a powerful new quantum information platform

we hope to emulate with laser cooled CaOH molecules as depicted in Figure 1.4

1.2 Producing cold molecules

The internal energy structure of molecules makes it difficult to concentrate population in a

single quantum state at high temperatures. There are a variety of techniques used to generate

samples of cold and ultracold molecules, broadly categorized as direct and indirect techniques.

Indirect techniques construct ultracold molecules from pre-cooled atomic constituents. Direct

techniques can be applied directly to a gaseous sample of molecules and generally combine a

pre-cooling step (e.g. buffer gas cooling or supersonic expansion) with one of many slowing

techniques in order to load a trap. This section summarizes the advantages and progress of a

number of experimental technologies.

1.2.1 Indirect production of cold molecules

A variety of diatomic molecules have been created through association of previously cooled

atomic samples. Initial efforts to produce ground state polar molecules were successful with

KRb, using a Feshbach resonance to create weakly bound molecules that are coherently trans-

ferred to the ground state using STIRAP to achieve temperatures of ∼350 nK [74]. Recently

this technique has yielded quantum degenerate samples of KRb molecules [75]. These tech-

niques have also been extended to a number of other bialkai species including NaK, RbCs,

NaRb and LiNa [12, 76]. An alternative approach is photoassociation [77], where two atoms

are directly excited to a bound molecular state, which forms bound molecules though spon-

taneous decay. Spontaneous decay populates a myriad of rovibrational states, placing funda-
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mental limits on the efficiency of this process. Coherent photoassociation using STIRAP tech-

niques has been demonstrated which circumvents spontaneous decay and the resulting limit on

preparation efficiency [78, 79]. Thus far, the molecules created with indirect techniques have

been limited to bialkali species but theoretically these techniques can be applied generically to

construct molecules from pre-cooled atomic samples.

1.2.2 Supersonic expansion

Supersonic expansion cooling is a technique that is able to produce a wide range of molecular

samples with cold internal temperatures. In short, a carrier gas (typically an inert noble gas)

is allowed to expand through an orifice that is significantly larger than the mean free path of

the gas. Stable molecules may be introduced into the high pressure volume before the orifice,

while radical species or species that do not have sufficient vapor pressure are introduced into

the expansion region just outside of the orifice. Many collisions within and downstream of the

nozzle impart a large velocity boost in the forward direction. This process converts random

molecular motion into directed motion along the beam propagation direction. The transverse

velocity and internal energy is converted into forward velocity. While this process is most effi-

cient in monatomic gases, polyatomic molecules experience similar cooling when seeded into

a carrier gas. Rotational cooling is effective, reaching temperatures of 1-10 K and vibrational

cooling occurs to a significantly reduced extent, reaching temperatures of 30-100 K [80]. The

typical number of collisions a molecule experiences during this process is 102-103 [81] This

cooling comes at the cost of a high forward velocity which presents a challenge to some ex-

periments. This technique has been used extensively for spectroscopic studies [82], collisional

experiments with merged supersonic beams [83, 84], and has been used in combination with

several of the slowing techniques discussed below to produce trapped samples of molecules.
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This technique is the subject of many reviews, and for additional detail we refer the reader to a

sampling of those works [85, 86].

1.2.3 Buffer gas cooling

Buffer gas cooling is a general technique that can be applied to a wide range of atoms and

molecules. A hot sample is introduced into a buffer gas cell, where the translational motion

is cooled through repeated elastic collisions with the buffer gas, typically inert (He or Ne).

The buffer gas is maintained at low temperatures, through collisions with the cell walls held

at cryogenic temperatures. For molecular samples, inelastic collisions lead to cooling of the

rotational and vibration degrees of freedom, although cooling of rotation is more efficient.

Molecules are translationally and rotationally thermalized with the buffer gas after 10-100

collisions [6, 87]. Molecules entrained in buffer gas exit the cell to form a beam with low for-

ward velocities [88, 89]. At higher buffer gas flows, the efficiency of extraction increases due

to hydrodynamic effects leading to molecular fluxes order of magnitude higher than other

beam production techniques [90]. Several reviews of this technique are available for further

details [88, 91].

Buffer gas cooling has enabled loading of magnetic traps resulting in a quantum degenerate

sample of metastable He without the use of laser cooling [92]. Cryogenic buffer-gas beams

(CBGBs) provide a versatile tool generating cold, bright, and slow beams of both atoms and

molecules [93, 94]. CBGBs of molecules have been directly loaded into magnetic traps us-

ing optical pumping to remove kinetic energy in combination with the magnetic field [43].

CBGBs have also been used to load magneto-optical traps of lanthanide atoms without addi-

tional slowing mechanisms [95]. The low forward velocity and high brightness of CBGBs

make them excellent tools for precision measurement [96] and a near ideal source for molec-
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ular laser cooling experiments. The development of the buffer gas source for CaOH will be

discussed later in this work.

1.2.4 Slowing techniques

There are a variety of slowing techniques that use a combination of applied electromagnetic

fields to bring molecular beams to lower velocities where they can be loaded into traps for

further study. These slowing techniques have been used to load a variety of traps allowing

study of molecules in conservative magnetic [97, 98, 99, 100, 101], electric [5, 102, 103, 104]

and optical [72] potentials. It should be noted that several trapping strategies have allowed

further cooling of the trapped sample including evaporate cooling in a magnetic trap [105],

laser cooling in magneto-optical traps [21, 106, 107, 108] and optical dipole traps [109] as

well as optoelectric-sisyphus cooling in electrostatic traps [110, 111, 112].

Zeeman and Stark decelerators are commonly employed in combination with supersonic

beam sources. These techniques apply magnetic (Zeeman) or electric (Stark) fields to gener-

ate a potential hill. Molecules lose kinetic energy climbing this potential hill. The fields are

switched off diabatically, removing energy from the beam. This process is repeated many

times, typically with guiding or focusing stages interspersed between slowing stages. These

techniques have been successful in decelerating large number of atomic and molecular species

and we refer the reader to several reviews of this technology [113, 114, 115]. A variant of

Stark deceleration, optical stark deceleration [116], uses high power laser light to produce the

potential hills used to remove kinetic energy. A variant of Zeeman decelerators is a moving

magnetic trap [117], where samples are trapped in the moving frame and gradually decelerated

to rest. This technique has the advantage that samples are transversely confined throughout

the slowing process reducing losses due to plumbing. Similar in concept to a moving mag-
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netic trap, mechanical deceleration has been applied to molecules by the centrifugal motion

of the potential created by an electrostatic guide [118]. This technique takes advantage of the

slower velocity distribution of a buffer gas beam source has been used to decelerate a several

polyatomic species [119].

Alternative approaches combine the use of laser light with external fields. Originally imple-

mented to load deep magnetic traps, Optical Loading employs two optical pumping steps that

allows low field seeking (LFS) particles to climb a magnetic potential before being optically

pumping into a high field seeking (HFS) state [43]. HFS particles continue to climb the mag-

netic potential as they approach the trap center before they are optically pumping into trapped

(LFS) states . This technique only requires scattering two photons and is applicable to wide

range of molecular species. This technique can be extended from one to multiple stages in

the proposed Zeeman-Sisyphus slowing scheme, where the additional length requires guiding

elements to mitigate transverse loss [120]. Additionally, a Zeeman slower for molecules has

been proposed that combines the powerful effect of cooling with deceleration to increase the

number of trappable molecules at the cost additional repumping requirements [121].

To date, molecular laser cooling experiments have used radiation pressure to slow molecules

to the capture velocity of a molecular MOT. Initial slowing of diatomic molecules used white-

light slowing techniques [122, 123], where an overdriven electro-optical modulator (EOM)

adds a series of sidebands to broaden the laser light to continuously address molecules as

the Doppler shift changes due to deceleration. Chirped slowing is another purely radiative

technique where frequency of the slowing laser is swept at a rate matching the deceleration

to continuously address molecules. This technique provides two advantages over whitelight

slowing: 1, it compresses the velocity distribution as fast molecules pile up in lower veloc-

ity classes; 2, it allows all available laser power to be used to address a single velocity class,

increasing the maximum deceleration. Several diatomic laser cooling experiments rely on
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chirped slowing[124, 125].

1.3 Thesis overview

This thesis will discuss our approach to the creation of ultracold polyatomic molecules by uti-

lizing the unique skillset of the Doyle group combining a background in buffer-gas cooling,

the expertise resulting from laser cooling of CaF, and experience gained through pioneering

demonstrations of laser cooling and coherent control of triatomic radical SrOH. This thesis fo-

cuses on the experimental efforts to produce, manipulate, cool, and trap the polyatomic radical

calcium monohydroxide (CaOH). Chapter 2 will provide an overview of relevant molecu-

lar structure. Chapter 3 will review design consideration of the cryogenic molecular source.

Chapter 4 will discuss the production of CaOH and the efforts that were taken to enhance

production and lower beam velocity. Chapter 5 will discuss laser manipulation of CaOH

molecules and how we establish a quasi-closed cycling transition. Chapter 6 will detail our

investigation of unexpected loss in the system and its resolution. Chapter 7 will detail the first

demonstration of magneto-optical forces in a polyatomic system. Chapter 8 will discuss the

outlook and the next steps toward an sub-mK sample of CaOH molecules.
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2
CaOH Molecular Structure

Structure plays an integral role in determining which experimental techniques are best suited

to exert control over a molecule. An initial proposal by Di Rosa [126] outlined three cri-

teria that enable direct laser cooling of molecules: one, the existence of strong electronic

transitions; two, diagonal Franck-Condon factors (FCFs); three, the absence of interfering

metastable states. By understanding how molecular structure gives rise to these character-

istics, we can identify molecules that are suitable for laser cooling with promising qualities

for use in science and engineering (see previous chapter). The alkaline earth monohalide di-

atomic molecules (e.g. CaF [22], SrF [20], BaF [127], and RaF [128]) are a class of diatomic

molecules that have been identified as suitable for laser cooling. The electron wavefunction of

these molecules is centered on the metal atom and projects away from chemical bond. This is
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caused by hybridization of s and pσ orbitals that compose the ground state electronic orbital

in diatomic and linear triatomic molecules as shown in Figure 2.1 [129]. This allows the elec-

tron to be electrically excited while minimally perturbing the chemical bond potential, which

ultimately leads to diagonal FCFs.

Figure 2.1: Simplified diagram illustrating the hybridization of s and pσ orbitals leading to a polarized
unpaired electron distribution that is localized on the metal atom.

Similar molecular properties are seen in polyatomic molecules where the halogen (often

fluorine) is substituted with a pseudohalogen, a functional group with chemical properties

similar to halogen elements [130]. The simplest example of a pseudohalogen is a hydroxyl

group (OH). The structural similarity between CaF and CaOH is a testament to the power of

this approach. We have proposed further extensions to this idea by identifying a broad class of

molecules dubbed “MOR” molecules where a metal (M) is bound to an interchangeable ligand

(R) using oxygen (O) as an intermediary. MOR molecules contain examples of symmetric and

asymmetric tops as well as chiral species [18]. While CaOH is similar to diatomic molecules

like CaF, the addition of a single atom introduces new vibrational degrees of freedom with the

concomitant increase in complexity. This chapter will describe the structure of linear triatomic

molecules and how to construct a photon cycling scheme to enable laser cooling and control

of CaOH.
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2.1 The Born-Oppenheimer approximation

A quantum mechanical description of molecular structure begins with the time-independent

Schrödinger equation [131]:

ĤMol ΨMol = E ΨMol (2.1)

The molecular Hamiltonian (ĤMol) describes how the K nuclei interact with the N electrons

via the Coulomb interaction1 in a molecular state with energy E. The terms in the Hamiltonian

can be grouped to highlight various interactions as follows:

ĤMol = T̂N + T̂e + V̂N,N + V̂e,e + V̂N,e (2.2)

These terms represent the nuclear kinetic energy, electronic kinetic energy, the nuclear-nuclear

repulsion, the electron-electron repulsion, and the nuclear-election attraction respectively

[132].

The Born-Oppenheimer approximation [133] is invoked to simplify this expression. The

Born-Oppenheimer approximation states, the magnitude of the Coloumb force is equal on the

nuclei and the electrons, but the electrons have significantly lower mass. As a result, the low-

mass electron cloud is assumed to adiabatically follow the potential defined by the position

of the heavy nuclei. In the Born-Oppenheimer approximation the nuclear motion (vibration

and rotation) is separated from the electronic motion and the wavefunction describing the

molecule is approximated to be:
1Here we ignore all interactions relating to electronic or nuclear spins as the energy shifts due to

these interactions are small. These contributions will treated as perturbations of the Schrödinger equa-
tion.
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|ΨMol⟩ = |ψel⟩ |χN⟩ (2.3)

Leading to a description of molecular energy consisting of the sum of the electronic potential

and the nuclear energy:

EMol = Uel + EN (2.4)

Similarly, the nuclear energy consisting of both vibration and rotation is often separated, in an

approximation that is conceptually similar to but formally distinct from the Born-Oppenheimer

approximation. This gives rise to a simplified Hamiltonian that allows us to consider the con-

tributions from the electronic, vibrational, and rotational degrees of freedom independently.

ĤMol = Ĥel + Ĥvib + Ĥrot (2.5)

Corrective terms can be added to this Hamiltonian to provide a more complete descrip-

tion of the system [134]. In the course of our work with CaOH, there are several instances

where we observed a breakdown of the Born-Oppenheimer approximation, meaning we see di-

rect coupling between the electronic degree of freedom and the vibrational degree of freedom.

These instances are described in detail in Section 6.2.1.

2.2 Electronic structure of CaOH

Even after separating the electronic Hamiltonian from the rotational and vibrational contribu-

tions, it remains difficult to accurately solve the Schrödinger equation for molecules from first

principles. An approach that has been successful to derive electronic energies in alkaline earth

containing molecules is ligand field theory. This method was implemented on calcium mono-
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halides by Rice, Martin, and Field [19] and later generalized to other alkaline earth monoha-

lines [135]. While ligand field theory is a quantitative technique, the existence of a large body

of spectroscopic work on CaOH has allowed us to rely on experimental measurements and

spectroscopic constants rather than the quantitative results of ligand field theory for predic-

tions when performing spectroscopy. Nevertheless, for completeness, a short description of

ligand field theory is provided here.

Ligand field theory stipulates that the electronic structure and properties of an alkaline earth

containing species can be derived by perturbing the electronic structure of the alkaline earth

ion (Ca+) by the appropriate negatively charged ligand (OH−). Mathematically this is repre-

sented by the following expression:

Ĥ = ĤCa+ + ĤLF (2.6)

where ĤCa+ describes the energy of the free calcium ion and ĤLF describes the interaction of

the valence electron of the Ca+ ion with the negatively charged ligand. The ligand is treated

as a point charge fixed at a given internuclear separation.

This perturbation manipulates the energy levels in three ways. First, it rearranges the en-

ergy levels of the atomic ion orbitals. Second, it splits the atomic orbitals into the mL com-

ponents. Finally, it allows orbitals of the same mL to mix. This third effect generally has the

greatest impact on the Hamiltonian of a given molecular state, as molecular state may be com-

prised of a mixture of multiple atomic orbitals. Chapter 2 of ref. [136] contains additional in-

formation on ligand field theory including a graphical representation of how the ionic orbitals

evolve into the electronic states for molecules with C∞V symmetry, such as CaOH. Chapter

8 of ref. [136] contains a correlation diagram showing how the energy levels of CaOH arise

from the diatomic analog CaF.
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2.3 Vibrational structure of linear polyatomic molecules

Linear polyatomic molecules comprised of a number of atoms (N) have 3N-5 vibrational

degrees of freedom2 [131]. The vibrational modes in CaOH are labeled with four quantum

numbers (v1, v2|l|, v3), where v1, v2, and v3 indicate the number of quanta in the symmetric

stretching mode, the bending mode, and the antisymmetric stretching mode, respectively. l

labels the nuclear orbital angular momentum in the bending mode and takes values of l =

−v2,−v2 + 2, ..., v2 [137]. Each of these modes is approximated as a harmonic oscillator with

an total energy given by G(v1, v2, v3):

G(v1, v2, v3) =
∑
i
ωi(vi + di/2) (2.7)

where di is the degeneracy and ωi is the vibrational frequency of the ith vibrational mode.

However, a more complete description of the vibrational potential allows cross coupling be-

tween vibrational modes as well as anharmonic terms. The vibrational energy levels of poly-

atomic molecules are expressed as a series expansion [137]:

G(v1, v2, l, v3) =
∑
i
ωi(vi +

di
2
) +

∑
i

∑
k≥i

xik(vi +
di
2
)(vk +

dk
2
) + g22l2 + . . . (2.8)

where xik and g22 are anharmonicity constants. It should be noted that the above treatment

is highly approximate for many molecules and there are a number of coupling mechanism

that may perturb the energy levels of a given system. For an exhaustive treatment of these
2Nonlinear molecules posses 3N-6 vibrational degrees of freedom, this can be intuitively under-

stood as the chemical bonding of a nonlinear molecules breaks the degeneracy of the bending vibration
removing a vibrational degree of freedom but generates an additional rotational moment of inertial and
so splits a degenerate rotation axis into two rotational degrees of freedom.
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mechanisms please consult references [137, 131, 136, 134]

2.4 Rotational structure

The rotational structure of CaOH is approximated by a rigid rotor description [138], where

solving the Schrödinger equation results in:

EJ = BJ(J+ 1) (2.9)

Here B is the rotational constant that is defined as:

B =
h

8π2cIBe

(2.10)

where IBe is the equilibrium moment of inertia. This description works well for many applica-

tions but an additional term is needed to account for the centrifugal stretching of the molecular

bond as it rotates. This leads to the expression [139]:

EJ = BJ(J+ 1)− D[J(J+ 1)]2 (2.11)

D can be neglected for many spectroscopic applications, but the contribution become signif-

icant at high values of J.

2.4.1 Angular momenta in CaOH

The angular momentum quantum numbers that best describe the system are the sum of many

different angular momenta. These angular momenta may couple to each other due to differ-

ent physical mechanisms, influencing which quantum numbers are used to conveniently de-
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scribe a system. The limiting cases of how the angular momenta are coupled are described by

Hund’s cases which identify which quantum numbers are most convenient [139]. For CaOH,

the molecule is well described by either Hund’s case (a) or Hund’s case (b), pictured in Fig-

ure 2.2. In CaOH, the electronic states with no electronic orbital angular momentum (X̃, B̃,

and D̃ are best described by Hund’s case (b) with the quantum numbers |Λ, N, S, J ⟩, while

the Ã state is best described by Hund’s case (a) with the quantum numbers |Λ, S, Σ, J, Ω ⟩.

P

KΩ

J R

GLS

Σ  Λ ℓ

K

J

R

G

L

S

 Λ ℓ

N

Hund's Case (a) Hund's Case (b)

Figure 2.2: (left) Coupling of angular momenta for a linear polyatomic molecules in Hund’s case (a)
(e.g. the Ã state of CaOH). (right) Coupling of angular momenta for a linear polyatomic molecules in

Hund’s case (b) (e.g. the X̃, B̃, and D̃ states of CaOH).

Hund’s case (a)

Hund’s case (a) describes the case where the angular momenta are coupled as defined by the

hierarchy of coupling strengths electrostatic > spin-orbit > rotational. L is strongly coupled

to the internuclear axis by the electrostatic Hamiltonian. This reflects that the chemical bond

is the dominant energy scale in the system. The projection of L onto the internuclear axis is
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called Λ. Next, the spin-orbit interaction couples S to L. The projection of of S onto the in-

ternuclear axis is called Σ. The sum of the projection of Σ and Λ, called Ω, is coupled to the

angular momentum of rotation R resulting in J.

Hund’s case (b)

Hund’s case (b) describes the case where the angular momenta are coupled as defined by the

hierarchy of coupling strengths electrostatic > rotational > spin-orbit. Again L is strongly

coupled to the internuclear axis by the electrostatic Hamiltonian, with a projection called Λ.

Due to a weak or non-existent (L=0) spin-orbit interaction S is not coupled to the internuclear

axis, and Ω is not defined. The rotational Hamiltonian term couples Λ to the rotational angu-

lar momentum (R) of the molecule resulting in N = R + K. Physically, this coupling may be

thought of as the effect of the magnetic field generated by the rotating molecule [140]. Finally,

the spin-rotation interaction couples S to N resulting in J = N + S.
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Table 2.1: Angular Momentum in CaOH

Quantum Number Describing Symbol

Vibration v
Vibrational Angular Momentum G
Rotational Angular Momentum R
Electronic Orbital Angular Momentum L
Total Angular Momentum J
Electron Spin S
Nuclear Spin I

Quantum Number Hunds Case (a) Hunds Case (b)

Total Angular Momentum (T.A.M.) J = L + S + R J = N + S
T.A.M. without Electron Spin n/a N = L+ G +R
T.A.M. with Nuclear Spin F = J + I
Projection of L on internuclear axis Λ
Projection of S on internuclear axis Σ
Projection of G on internuclear axis l

K = Λ + l
P = Λ + l + Σ
Ω = Λ + Σ n/a

24



2.4.2 Energy levels of CaOH

An expression for the energy levels of a linear polyatomic molecules in Hund’s Case (b) and

G=0 is given by [141]:

F1(N) = Tv + B′′
vN(N+ 1)− D′′

vN 2(N+ 1)2 + γv/2N (2.12)

F2(N) = Tv + B′′
vN(N+ 1)− D′′

vN 2(N+ 1)2 − γv/2(N+ 1) (2.13)

where Tv is the vibronic term value, the subscript on the F refers to the upper and lower spin-

rotation component for each rotational level, and γv is the spin rotation constant. Similar ex-

pressions are available for molecules in Hund’s case (a) states like the Ã state of CaOH. The

2Π1/2 manifold is described by:

F1c(J) = Tv − Av/2+ B′
v1/2J(J+ 1)− D′

v1/2J
2(J+ 1)2 − pv/2(J+ 1/2) (2.14)

F1d(J) = Tv − Av/2+ B′
v1/2J(J+ 1)− D′

v1/2J
2(J+ 1)2 + pv/2(J+ 1/2) (2.15)

where pv is a Λ doubling parameter and Av is the spin-orbit interaction. The 2Π3/2 manifold is

described by

F2c(J) ≈ F2d(J) ≈ Tv + Av/2+ B′
v3/2J(J+ 1)− D′

v3/2J
2(J+ 1)2 (2.16)

for this expression the Λ doubling parameter is neglected as it was unresolved. It should also

be noted that all hyperfine interactions are neglected in these expressions as the hyperfine

splitting is unresolved due to the natural linewidth of the optical transitions [142].
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These energy expressions hold for excited stretching vibrational modes, with slight mod-

ification of the molecular constants3. In excited bending vibrational levels, the angular mo-

mentum of bending vibrations must be taken into account modifying the energy expression to

[144]

F1(N) = Tv + B′′
v (N(N+ 1)− l2)− D′′

v (N(N+ 1)− l2)2 +
γv
2
N± qv/2N(N+ 1) (2.17)

F2(N) = Tv + B′′
v (N(N+ 1)− l2)−D′′

v (N(N+ 1)− l2)2− γv
2
(N+ 1)∓ qv/2N(N+ 1) (2.18)

Here F1 and F2 are the upper and lower spin-rotation components and the upper/lower sign

refers to the e/f parity of the state. For states with vibrational angular momentum G, N ≥ G.

It should be noted that this expression, while adequate for spectroscopy, has been simplified

in the high N limit. A more complete description of the spin-rotation interaction in states with

vibrational orbital angular momentum is available in ref. [145] which results in a correction to

the spin rotation terms.

Electronic transitions in molecules are labeled to describe the changes in quantum numbers

between excited and ground states as

ΔNΔJF′
iF′′

j
(2.19)

where ΔN, and ΔJ is specified with the shorthand P, Q, and R for -1, 0, and +1 respectively.

3e.g. Bv = Be −
∑

i αi(vi +
di
2 ) [143]
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2.5 Parity

One feature of interest for a variety of scientific endeavors is the presence of closely spaced

parity doublets. In diatomic molecules, without orbital angular momentum, parity doublets

arise from adjacent rotational states where the parity of the system behaves as (-1)J. Certain

angular momentum structures cause opposite parity states within the same rotational level. Λ-

type doubling is a common example of parity doublet structure as described in ref. [132]. In

CaOH l-type doubling, described below, provides a near degenerate parity doublet.

There are two common notations for parity used in the literature: the total parity notation

(+/-), and the rotationless parity notation (e/f). The rotationless notation labels the parity of the

ro-vibronic wavefunction with the J-dependence removed. To convert from (e/f) to (+/-) the

following relationship is used [132]:

e f
(+) (−1)J (−) (−1)J

for integer J

(+) (−1)J− 1
2 (−) (−1)J− 1

2

for half-integer J

This notation is important for identifying parity selection rules when designing a photon

cycling scheme that prevents rotational branching. The dipole transition selection rule (+←→

-) becomes (e←→ e) and (f←→ f) for P and R (ΔJ = |1|) branches and (f←→ e) for Q (ΔJ =

0) branches [132].

2.5.1 l-type doubling

In linear triatomic species, the projection of vibrational angular momentum onto the internu-

clear axis, l, can take on differently signed values. For example in the (0110) state, l = ±1
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with the sign of l corresponding to the orientation of the angular momentum projection. These

two states are nearly degenerate, with a small splitting caused by a Coriolis interaction with

the molecular rotation [137]. The projection l switches sign under the parity operator, there-

fore odd and even superpositions of the l states form parity eigenstates. The splitting of these

parity eigenstates in the first excited bending mode of CaOH is ∼40 MHz [146].

2.5.2 Laser cooling scheme for CaOH

In order to apply optical forces and other laser cooling techniques to atoms, it is necessary to

scatter many photon before an atom is lost to a state that is not addressed by the laser light.

These states are known as “dark states”. In atomic species, it is straightforward to find a com-

bination of selection rules that limit spontaneous decay to the original ground state establish-

ing a “cycling transition”. In order to create a cycling transition in molecules we must con-

sider how to avoid loss channels that arise from all degrees of freedom. The electronic and

rotational degrees of freedom are governed by selection rules; however, vibrational decay is

not governed by rigorous selection rules. Vibrational decay is governed by wavefunction over-

lap, quantified by Franck-Condon factors defined in this section.

In order to close the electronic degree of freedom one must ensure that there is no signifi-

cant branching to long lived metastable electronic states. This can be accomplished if the laser

cooling transition is chosen between the ground state and the lowest lying excited state or by

relying on angular momentum selection rules to prevent ΔL > 14 decay. Using the lowest ly-

ing electronic state is not a requirement and large optical forces have been applied in CaF and

SrOH using the X̃− B̃ transition [123, 148].

Closing the rotational degree of freedom exploits a combination of parity (+←→ -) and ΔN
4we neglect electronic quadrupole and magnetic dipole transitions as they are sufficiently sup-

pressed [147, 14]
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=0,±1 selection rules. As originally proposed in ref. [149], the P(N=1) branch of the first rota-

tionally excited state is used to minimize the number of lasers required to close the rotational

degree of freedom. This is schematically depicted in Figure 2.3

Figure 2.3: Rotational structure of CaOH illustrating the X̃
2
Σ+(v′′1 v′′2 v′′3 )→ Ã

2
Π1/2(v′1v′2v′3) P1(J′′ = 3

2 )

and PQ12(J′′ = 1
2 ) rotationally closed transitions are shown [126]. The parity of the ground states is

indicated by the sign to the right of the N′′ value while the parity of the excited states is indicated to the
right of the J′ value. The level diagrams are not to scale.

The primary complication in establishing a closed cycling transition of molecules is vi-

brational decay. This is compounded in polyatomic species where the additional atomic con-

stituents increase the number of vibrational modes . Vibrational selection rules are limited to

vibrational states with vibrational angular momentum. In general, vibrational decay is sim-

ply described by wavefunction overlap, the projection the vibrational wavefunction from the

excited state onto the basis formed by the vibrational wavefunctions of the ground state. The

intensity of a transitions is proportional to the square of the transition moment integral:

Ie′v′e′′v′′ = | ⟨ψe′ ,ψv′ |μ|ψe′′ ,ψv′′⟩ |2 (2.20)
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For symmetric vibration, there is no selection rule on Δv. For bending mode transitions, the

Born Oppenheimer approximation separates vibrational angular momentum from electronic

angular momentum leading to a Δl = 0 selection rule. This approximation breaks down as

described in Section 6.2.1. The separation of the electronic and vibrational wavefunctions

simplifies the transition intensity expression to :

Ie′v′e′′v′′ = ⟨ψe′ |μ|ψe′′⟩
2 ⟨ψv′ |ψv′′⟩

2 (2.21)

Ie′v′e′′v′′ = |Re|2qv′−v′′ (2.22)

Where |Re| is the electronic transition dipole moment and qv′−v′′ is the Franck-Condon factor.

qv′−v′′ = | ⟨ψv′ |ψv′′⟩ |2 (2.23)

Molecules with diagonal Franck-Condon factors limit the number of states populated by

spontaneous emission. In order to recover lost population a vibrational repumping laser is em-

ployed to optically pump molecules back into the ground vibrational state to continue cycling

photons. The Franck-Condon factors of CaOH have been measured in previous experiments

[150] and in this thesis (see Chapter 6). The laser cooling scheme presented in Figure 2.4 will

allow for scattering an average of 2200+400−300 photons per molecules with 6 lasers of different

wavelengths.

2.6 CaOH molecular constants

The following tables have been aggregated from a number of spectroscopic references for ease

of use. All constants unless otherwise noted are in units of (cm−1). Values in parenthesis are

one standard error in units of the last digit of the corresponding constant. Values in square
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Figure 2.4: Laser cooling scheme for CaOH.

brackets were held as constant during the spectroscopic fit.
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Table 2.2: Molecular Parameters for CaOH in the X̃2Σ+ and Ã2Π states [151, 152, 153, 154]

X̃2Σ+ Ã2Π
v1 614.79 628.4821(15)
G0

020 682.90
ω0
2 349.34 358.652(3)

x022 -3.95 -3.892(3)
εω2 -35.6652(19)
ε -0.0973
ĝ4 -0.0997(3)
k122 2.027×1075
φ122 29.2035(14)
α2 0.001089(6) 0.001167(9)
γ22 0.000111(3) 0.000087(5)
γll -0.000121(3) -0.000078(4)
ω1 614.79 614.79
ω2 357.23 366.435
ω3 3738a 3738a
Be 0.3366106 0.3436560
α1 0.002200(10) 0.0023153(70)
α2 0.001089(6) 0.001167(9)
α3 0.000397b 0.000397b
ζ21 0.1428 0.1603
ζ23 0.9898 0.9871

re(Ca−O) 1.9746 Å 1.9532 Å
re(O−H) 0.9562 Å 0.908 Å

f11 2.669 mdyn/Å 2.849 mdyn/Å
f13 0.463 mdyn/Å 0.908 mdyn/Å
f33 7.850 mdyn/Å 7.894 mdyn/Å
f22 0.0611 mdyn · Å 0.0640 mdyn · Å
f122 -0.165 mdyn -0.167 mdyn
f322 0.136 mdyn 0.227 mdyn

a Estimated based on ref [151]
b Estimated based on ref [152]
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3
Cryogenic Source Design

The buffer gas beam source used in this work produces a cold, slow beam of molecules, which

for the reasons described in Chapter 1 is critical for direct laser cooling experiments. The

primary drawback of buffer gas sources is the cost and complexity involved with cryogenic

equipment. This chapter outlines the concerns that arise when designing of a cryogenic sys-

tem with the goal of serving as a practical guide making buffer gas sources more accessible to

individuals without prior cryogenic experience.

CaOH was first studied in Broida oven sources at temperatures of 500-700 Kelvin [141,

153, 136]. The relatively high temperature of these sources were not able to resolve rotational

states and later spectroscopic work relied on supersonic expansion to generate internally cold

samples [157, 143, 158, 153]. While supersonic expansion is sufficient for spectroscopy, it

35



produces a fast moving beam of molecules that would hinder slowing and trapping efforts.

The photon cycling scheme used in CaOH requires molecules to be in the N=1 rotational

state and the low velocity is required for effective slowing given the limited photon scatter-

ing rates in molecules that are low compared to atoms. Following successful diatomic laser

cooling experiments we use a cryogenic buffer-gas beam source. Given the boxy form factor

of the equipment, it is colloquially referred to as the “beam box”. This chapter will cover the

design considerations and operation of our source which is designed around the Cryomech

PT415 1 K Cryostat, which we refer to as the 1 K system. As this system was the first model

with integrated recirculating helium system employed in our lab, substantial efforts were made

to debug and stabilize the system. These efforts are detailed in Appendix C. Additionally,

cryogenic engineering reference and directions for fabricating common beam box components

are presented in Appendix B.

3.1 Heat transfer and cooling

Fundamental to the operation of a buffer gas source is the ability to maintain the buffer gas

cell at temperatures of a few Kelvin. To optimize our source we want to maximize the pop-

ulation of CaOH in the X̃
2
Σ+(000) (N = 1) state. If we assume that the molecules are

thermally distributed between rotational levels, the population in a single level is given by

P(N) ∝ (2N + 1) × eBN(N+1)/kT where B ≈0.5 K is the rotational constant of CaOH and N

is the rotational quantum number. Given the value of B, we find that the population in N=1 is

maximized when the temperature is ∼1 K, as indicated in Figure 3.1.

Previous work in our lab has relied on pumped liquid helium to provide cooling at ∼2 K.

However liquid cryogens have a number of disadvantages. Not only are they costly but as a

cryogen reservoir is finite, they lead to experimental downtime as the reservoir periodically
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Figure 3.1: Population in each rotational state as a function of temperature for CaOH.

needs to be refilled. Careful cryogenic design can minimize these disadvantage by reducing

the passive heat load to increase the amount of time between refills, but for this experiment

we opted for a commercial system that can provide sufficient cooling power to maintain cell

temperatures indefinitely.

3.1.1 Cryomech PT415 1 K cryostat

Our experiment uses a Cryomech PT415 1 K Cryostat depicted in Table 3.1. This system is

comprised of two main components, a pulse tube (Cryomech PT415) and a closed cycled loop

of helium gas. The pulse tube maintains active cooling on two surfaces, the 1st stage at ∼40

K and the 2nd stage at ∼4 K. These two stages provide cooling for blackbody radiation shields

and charcoal sorbs which are described described later in this chapter. The cooling power of

the pulse tube on the two stages is indicated in Table 3.1.

The closed cycle loop of helium gas enables the system to reach lower temperatures. He-
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Figure 3.2: Diagram of the system that highlights the relevant surfaces.

Table 3.1: Tabulated cooling capacities of the PT415 with 1 K recirculating system.

1st Stage 2nd Stage 1K Pot
Temperature Cooling Power Temperature Cooling Power Temperature Cooling Power

(K) (W) (K) (W) (K) (mW)
315.0 - 315.0 - 1.52 0
27.4 0.0 2.6 0.0 1.655 100
45.0 64.8 4.2 0.0 1.707 200
27.6 0.0 4.0 1.5 1.743 300
45.0 74.7 2.5 0.0 1.799 400

lium gas flows into the cryostat where it is precooled on the 40 K stage. It proceed to be liq-

uefied on the 4 K stage. The liquid He is collected in the 1 K pot before being pumped out

of the cryostat, providing cooling through evaporation. Our buffer-gas cell is thermally an-

chored to the 1 K pot and thermalizes to ∼2 K. This system is specified to be able to handle

up to 400 mW of heat load at 1.8 K, which is sufficient for our needs. One must take care to

prevent excessive heat load on either the 1st or 2nd stage of the pulse tube as this may heat the

recirculating He reducing the cooling capacity of the unit or even preventing liquefaction.

3.1.2 Radiative heat transfer

Within the vacuum chamber, convective heating from the residual gas can be neglected. Ra-

diative and conductive heat transfer must be considered carefully to limit the heat load de-
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positing on the buffer gas cell. Power emitted by a black body is described by the Stephan-

Boltzmann Law:

Q̇ = σAT4 (3.1)

Where the power emitted by a black body (Q̇) is related to the Stephan-Boltzmann Coeffi-

cient (σ), the temperature (T), and area (A) of the object. Few objects are well approximated

as a black body. A more complete theoretical description includes the emissivity which cap-

tures the overall effect of reflectivity of the object. For simplicity, the emissivity is often as-

sumed to be a constant independent of wavelength. This description is known as a grey body

where the power emitted is described by the following expression that includes the emissivity

(ε).

Q̇ = εσAT4 (3.2)

The emissivity can change the resulting power transfer due to blackbody radiation by sev-

eral orders of magnitude and can be the determining factor in a successful design. The emis-

sivity of several commonly used materials is listed in table Table 3.2

Our buffer gas cell, described in great detail later in this chapter, is a 2 inch cube made of

copper. A quick calculation of the radiative heat load due to the room temperature vacuum

chamber yields:

Q̇ = (0.78)(σ)
(
6(2 in)2

)(
(300 K)4 − (2 K)4

)
Q̇ ≈ 5.5 Watts
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Material Surface Finish
Polished Oxidized Unpolished

Aluminum 0.039 - 0.057 0.2-0.31 0.09
Copper 0.03 - 0.052 0.78 -
Gold 0.025 - 0.47

Stainless Steel 0.075 - 0.85
PTFE - - 0.92

Sapphire - - 0.48
Aluminized Mylar (NRC-2)

aka “superinsulation” - - 0.044

Table 3.2: Emissivity of commonly used materials in buffer gas sources [159].

Table 3.3: Power per unit area emitted by a black body at a given temperature.

Temperature 300 K 77 K 40 K 4 K
Power per unit area

(mW/cm2) 46 0.2 1.5 × 10−2 1.5 × 10−6

Which by far exceeds the amount of cooling possible with our 1 K system. This highlights

the need to reduce the radiative heat load. Given the strong temperature dependence of the

power emitted by a grey body, reducing the temperature of the emitting surfaces lowers the

heat load dramatically. We use the 1st and 2nd stages of the PT415 to provide cooling to two

nested boxes that act as radiation shields as depicted in Figure 3.3. Table 3.3 indicates the

relative heat load from black body radiation at several relevant temperatures and shows how

quickly this heat load can be reduce to manageable levels.

The 40 K radiation shield cooled by the 1st stage of the pulse tube is made of aluminum

6061 and measures 16.5” by 15” by 18”. Aluminum was chosen due to its low cost, light

weight, and thermal conductivity. Given its relatively large dimensions, the heat load due to
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Figure 3.3: Beam box diagram with integrated PT415 1 K system highlighting the radiation shields.

black body radiation exceeds 350 Watts, assuming oxidized aluminum. In order to reduce this

heat load to a reasonable level we use between 8-16 layers of superinsulation (aka aluminized

mylar or NRC-2) to reduce the effective emissivity [160]. The effective emissivity of 16 lay-

ers of NRC-2 is εeff ≈ 1−3 which reduces the heat load by to an estimated ∼ 0.5 Watts which

is well within the cooling power of the PT415.

While a 40 K radiation shield would be sufficient to reduce the radiative heat load on the

buffer gas cell, we also use the 4 K stage of the PT415 to construct an additional radiation

shield. The primary purpose of this shield, discussed in Section 3.2, is to provide an anchor

point for cryopumps to remove the 4He buffer gas, but it also serves to block any stray room

temperature radiation that might make it through gaps or imperfections in the 40 K shield.

3.1.3 Conductive heat transfer

In addition to the radiative heat load, we must also consider conductive heat transfer. A simple

linear heat flow model given by Eq. 3.3 is sufficient to approximate the heat loads due to
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conduction when the temperature difference is low. The total heat flow is given by

Q̇ =
k A ΔT

L
(3.3)

where Q̇ is power, k is thermal conductivity, A is the cross sectional area, ΔT is change in tem-

perature and L is the length. Thermal conductivity is strong a function of temperature so sim-

ple linear estimates are often poor approximations over large temperature ranges. The integral

form of equation Eq. 3.3 is:

Q̇ =
A
L

∫
kdT (3.4)

Engineering lookup tables provide numeric solutions for the integral of k over standard

temperature ranges. For managing heat loads one calculates Q̇ but when designing thermal

links Eq. 3.4 is algebraically inverted to solve for the acceptable thermal gradient ΔT.

Material selection is critical as the thermal conductivity varies widely across materials. Ap-

pendix B contains a number of useful references for thermal conductivity but Figure 3.4 is

included in the main text to illustrate the range of thermal conductivity in different materials.

Thermal conduction through the pulse tube is ignored in this section under the assumption

that the specified cooling capacity accounts for any heat leakage through the pulse tube itself.

The 40 K and 4 K radiation shields are structurally disconnected from the pulse tube with

flexible heat links in order to prevent thermally induced stresses from applying unintentional

forces when the pulse tube is active. The radiation shields are rigidly supported with four 1
4 -20

stainless steel (316) threaded rods. Stainless steel is chosen for it low thermal conductivity and

diameters of the threaded rods (0.188” minor diameter) is sufficient to provide rigidity while

maintaining low thermal conductivity. The 40 K shields are suspended 4.75” below the room

temperature vacuum chamber and the 4 K shields are suspended 5.75” below the 40 K shields,
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Figure 3.4: Thermal conductivity of commonly used materials in beam box design [161].

these figures lead to an estimated heat load due to conduction of:

Q̇40 = (
π × (0.188”)2

4.75”
)

∫ 300

40
kSS304dT

Q̇40 = 1.8 W

Q̇4 = (
π × (0.188”)2

5.75”
)

∫ 40

4
kSS304dT

Q̇4 = 50 mW

Thermal conduction through structural support is manageable with the choice of stainless steel

threaded rods. The other source of conductive heat load are heaters and thermometers used to

monitor and control temperatures in the beam box.

There are three types of thermometers used in the design of this beam box — DT470,

DT670 and RX-102a all available commercially from Lake Shore Cryogenics. These ther-

mometers rely on 4-wire readings to measure both voltage and current across the thermometer.

DT470 and DT670 models are accurate from ∼4-500 K, while RX-102a thermometers are sen-

sitive from 0.1 - 40 K. For heaters we use thin film resistors thermally anchored to copper lugs

and apply heat by passing electrical current through the resistors. Appendix B contains a sec-
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tion describing the production of these heaters. Heaters and thermometers must be connected

to room temperature electronics, these connections can lead to unintentional conductive heat

loads if make haphazardly.

If one were to naively use copper leads for these thermometers of a reasonable length (∼1

m) and gauge (32 AWG) the resulting heat load can be substantial - 6.5 mW per wire - 26 mW

per thermometer a substantial heat load when applied to the coldest sections of the beam box.

To manage the heat load we typically use phosphor-bronze or manganin wire which reduces

the heat load to ∼1 mW per thermometer.

The solution for heaters is not as simple, both phosphor-bronze and manganin have signifi-

cant electrical resistance and applying current though resistive leads can cause the wire itself

can heat substantially leading to failure or outgassing which compromises vacuum conditions.

For this reason high resistances are often chosen for heaters to limit the required current, in

addition we use copper leads that are thermally anchored to the 1st and/or 2nd stage where the

higher cooling capacity makes the heat loads manageable. When ±0.05 K accuracy tempera-

ture readings are desired, we also thermally anchor the thermometer leads. Whenever a electri-

cal connection is made between materials maintained at different temperatures the gauge and

length of wire is chosen carefully to ensure that we are not creating a thermal short.

Just as important as minimizing undesired heat loads, it is also critical to ensure that ther-

mal connections made between materials designed to be at the same temperature are robust

and the thermal conductivity is high. For this reason the beam box is made of materials with

excellent thermal conductivity and the dimensions of the components are chosen to reduce

thermal gradients wherever possible. Thermal contact between surfaces depends on the sur-

face quality and the force compressing the joint [162]. Though two surfaces may appear to

be in complete contact, there remains surface texture at the micrometer scale that reduces the

effective cross sectional area through which heat transfer may occur. Increasing the force com-
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pressing the joint deforms the surface structure increasing the effective cross sectional area.

Preparing the surface by sanding at high grit (resulting in smoother surfaces) similarly im-

proves thermal conductivity. An alternative approach is to use a compressible material (e.g.

gold or indium ) to fill the microscale voids between materials [162].

To avoid overconstraining the system as well as thermally induced stresses, flexible heat

links are used to link the pulse tube to the radiation shields as well as the buffer gas cell. These

heat links are constructed of braided copper (Cu10100) rope (AWG 2/0) with a cross sectional

area equivalent of 0.67 cm2 welded into copper lugs that can be screwed into place. An exam-

ple of how to make these heat links is provided in Appendix B.

3.2 Vacuum constraints

In addition to cryogenic considerations, this apparatus must be able to create and maintain

a vacuum to prevent attenuation of the molecular beam. The vacuum chamber is pumped

down and vacuum is maintained by one 250 L/s turbomolecular pump (Varian V 250) which

is backed by a SH-110 Scroll Pump. Both of these pumps are “dry” meaning no oil is used

for lubrication and thus they are suitable for high vacuum applications. With these two pumps

in operation and the beam box is a room temeprature, the vacuum chamber reaches pressures

of ∼ 100 μTorr in a few hours and a base pressure of ∼ 1 μTorr over a few days. However,

the radiation shields severely impede the pumping speed of any gas load created inside the 4

Kelvin region. During experimental operation the dominant gas load in the system is the he-

lium buffer gas introduced into the cell to thermalize the molecular species. The turbomolec-

ular pump used to evacuate the system is not sufficient to prevent a buildup a He inside of

the cryogenic region. To alleviate this issue, we make use of charcoal adsorption pumps, or

“sorbs”.
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3.2.1 Sorbs

Sorbs rely on the adsorption of gas molecules onto a surface at low temperatures. Any suf-

ficiently cold surface will act as a pump causing gas particles to stick to it. However, as a

surface becomes coated, the efficiency of pumping decreases for helium. Charcoal is used

because it has macro and micro structure that vastly increases the effective surface area for

gas adsorption (∼ 1000 m2/g [163, 164]). Much of this effective surface area resides within

the grains of charcoal, and as a result particles typically are adsorbed on the outer layers and

migrate to the interior of the charcoal granule. This migration process can be frozen out at

low temperatures (2-3 K for helium) resulting in a loss of pumping speed [165, 163]. Pump-

ing speeds of 6 L/s per cm2 of apparent surface area can be achieved with charcoal sorbs at 4

K [6] the amount of sorb in our vacuum system should produce pumping speeds in excess of

2×104 L/s.

Under typical operating conditions we do not approach the levels of buffer gas flow that

could cause saturation of the charcoal sorbs. While sorbs exposed to He can be readily regen-

erated by heating the sorbs to above 40 K, exposure to contaminants such as oils are known

to cause a permanent reduction in pumping speed. In order to preserve the effective pumping

speed of sorbs, we typically use stacks of charcoal sorb we refer to as “protected sorb”. These

stacks (e.g. in Figure 4.19) not only increase the surface area over which sorb can be applied

but the sorb in the center of the stacks is protected from contaminants by the surrounding cold

surfaces. The solid angle by which any contaminant may ballistically collide with the sorb in

the center is very low. Even with protected sorb it is a good practice to replace any sorb on

the timescale of a few years to maintain the pumping speed of the vacuum system. The addi-

tion of other contaminates such as methanol may also cause a degradation in sorb pumping

speed, therefore best practices would replace sorbs more frequently if a convenient opportu-
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nity arises.

The heat of adsorption for helium gas on charcoal can be conservatively estimated at 2

kJ/mol [163, 166]. This implies that a flow of 10 sccm of helium buffer gas will contribute

a heat load of a few mW over all available surface area. As a result the additional heat load

due to sorbs is negligible. A detailed procedure for making sorbs is available in Appendix B.

3.3 Buffer gas cell design

Our buffer gas cell is based on the design from Hsin-i’s thesis [89] and the design used to laser

cool CaF [14]. While much of the work described in this thesis would be possible with the

faster, brighter single stage buffer gas cell [167], for reasons outlined in Section 4.8 a single

stage source was not effective in this apparatus and we will not describe it here. This section

will focus on the two styles of two-stage buffer gas cells used in this work. The performance

of the cells is comparable. This section will focus on the relevant cell parameters and heat

load considerations from the hot methanol capillary often referred to as the hot fill line (HFL).

3.3.1 Two-stage buffer gas cell

We varied a number of parameters of our buffer gas cell in order to optimize beam properties.

Much of this work was done with Ca atoms, which were later found to misrepresent CaOH

beam properties. As a result, I have restricted this section to technical considerations of the

hot fill line. The production of molecules will be discussed in the next chapter. Our buffer gas

cell is pictured in Figure 3.5. The dimensions listed here produce the bright and slow beam

of CaOH described in later chapters. All metal components are made of copper 10100 unless

otherwise noted. The buffer gas cell has an inner diameter of 1” and is 2” in length. The 1st

aperture is 5 mm in diameter. The 2nd stage aperture is 7 mm in diameter and it is covered by
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Figure 3.5: 2 stage buffer gas cell depicted in cutaway.

a 42% transparency mesh with pore sizes of ∼ 0.8 mm. The mesh is an unspecified copper

alloy used in past buffer gas cell designs. Smaller pore sizes have been observed to produce

slightly slower molecular beams. The 2nd stage is spaced 2.8 mm from the 1st stage with cop-

per washers. There is a flexible heat link from the 1st stage to the 2nd stage to ensure good

thermal contact. Helium enters the cell through a 1/8” copper diameter tube centered on the

back of the cell it encounters a diffuser before entering the main cell volume. The calcium

target is set approximately flush with the cell inner diameter. The ablation window provide

optical access to the target is at the end of a snorkel to minimize the accumulation of dust and

other debris from ablation. The cell is held together with 4 brass threaded rods. These rods are

also used as anchor points used to support the HFL with kevlar thread.
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Figure 3.6: Buffer Gas cell designs used in this work. (left) Initial buffer gas cell design based on the
buffer gas cell used to laser cool CaF [14]. In this configuration the hot capillary enters the back of the
buffer gas cell. (right) buffer gas cell design used after moving cell away from the 4 K surface see

Figure 4.15. Here the hot capillary is directed directly at the calcium target. No significant difference in
performance was noted between these cell designs.

3.3.2 Hot fill line

The HFL used to introduce methanol into the buffer gas cell is based on the design from the

CaF experiment, where it was used to introduce sulfer hexafluoride into the buffer gas cell

[14]. The HFL was designed to operate at room temperature ∼ 290 K to maintain methanol

vapor pressure. [168, 169]. It was empirically discovered that operation at 250 K was suffi-

cient. This design separates the HFL into two parts: First, the majority of the HFL made of

1/16” diameter tube that has heaters at regular intervals; Second, the HFL end which enters

the buffer gas cell. These two elements are connected with a flexible length of PTFE tubing

which shrinks at cryogenic temperatures making a seal against vacuum. This modular design

was necessary to facilitate routine maintenance.

For the first component, we initially used a stainless steel tube studded with resistors at 1”

intervals with thermometers at the top and bottom of this length. The poor thermal conductiv-

ity of the stainless steel allows this design to be “turned off”, removing excess heat load from

the cell. This allowed us to measure the effect of the HFL temperature on the properties of a

calcium beam. We concluded that there are no significant differences in beam properties with
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the HFL on or off. Eventually we switched from stainless steel to copper for the length of the

HFL in order to increase the thermal conductivity, reducing the risk of an unwanted cold spot.

The HFL length is wrapped with superinsulation to minimize the radiative heat loss in the line

and minimizing heat load in the cryogenic apparatus.

The second part of the design allows us to carefully manage the heat load on the buffer

gas cell. It consists of a 1/16” diameter copper capillary that is heated with two (redundant)

1 kΩ resistors and is thermally isolated from the cell. This capillary is held in place with a

Teflon thermal standoff, made of 2:1 PTFE heat shrink, this heat shrink has an inner diameter

of 0.188” is 0.005” thick and 1.1” long. It is connected to the capillary with a small (3/8” long,

3/16” diameter) Ultem cylinder that is snug on the copper capillary. These dimensions lead to

an estimated heat load of∼ 25 mW by conduction with a ΔT = 300K. The radiative heat load

of the HFL dominates at ∼ 200 mW. In combination, the heated fill line is estimated to add

225 mW to the Buffer Gas cell, which is in good agreement with experimental data.

It should be noted that the major failure mechanism for this design was the formation of

a thermal connection between the end of the copper capillary and the buffer gas cell. This

could occur if the HFL moved slightly during cool down or if methanol ice made a connection

between the end of the HFL and the buffer gas cell. It is critical to secure the HFL end that

enters the buffer gas cell so that it cannot move. This is accomplished by using carefully ten-

sioned kevlar strings to secure the hot capillary. Properly secured the entire buffer gas cell can

be manipulated by the HFL. Images of a secured HFL are shown in Figure 3.7

3.4 Improvements and considerations for future designs

While this system is quite robust, there are several areas that could be improved in future de-

signs. For practical considerations, it is useful to warm up and cool down rapidly. The cool
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Figure 3.7: (top) In situ buffer gas cell with HFL coming out the back. Brass rods that compress the cell
components provide support for the HFL. (bottom) Buffer gas cell with HFL at an angle. Pictured

support structure (colloquially named the “claw”) provides rigid support of the HFL. HFL indicated in
red. Anchor points indicated in green.
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down time for this apparatus is approximately 18 hours. While this is favorable compared

with other similar experiments, reducing this time to 12 hours would allow you to thermally

cycle the dewar overnight allowing rapid prototyping. In the current apparatus deicing of

methanol can be achieved in 12 hours reaching a maximum temperature of 180 K before re-

turning to 2 K. This dewar was designed to minimize thermal gradients across the radiation

shields and performs well in this respect. However, reducing the amount of thermal mass on

the radiation shields could significantly reduce the cool down time. Similarly, the addition of

large heaters (∼ 500 W/shield) to facilitate a rapid warm up would be useful.

As described in Section 4.8, the major issue with this system is the buildup of helium inside

of the 4 K region. In order to mitigate or eliminate this issue, I would recommend that any

future experiment maintain at least 4” of distance between the cell exit and the 4 K surface.

In addition I suggest large amounts of protected sorb around the 4 K aperture. Future designs

should allow the distance of the cell to the 4 K aperture to be modified easily.

The HFL is another area where future designs may improve. This dewar requires the HFL

to enter from the side of the beam box, which causes some complications when removing the

cell for maintenance. Future designs that incorporate HFLs should strongly consider having

them enter the cryogenic space from the back with as few contortions as possible. In addition,

the HFL should be gold plated to reduce emissivity and potential radiative heat load.

There are several features of this beam box that constrained the design but were never used.

This beam box can accommodate a second pulse tube. Now that the system has been shown

to operate sufficiently with a single pulse tube, future designs should use a centered pulse tube

with the cell mounted below lowest surface of the pulse tube for convenient access. Addition-

ally, this design was intended to be used in combination with a 2D MOT and as a result the ra-

diation shields in the direction of molecular beam propagation are closely spaced to minimize

the distance to the transverse cooling region. In future designs, I would recommend leaving at
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least 1.5” between surfaces to ensure a vacuum conductance in excess of 100 L/s. To further

ensure high conductance, polished gold-plated copper can be used in place of super insulation

as a means of reducing emissivity on the 77K shield.
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4
Cryogenic production of CaOH

CaOH is reactive and cannot be stored for long periods of time under normal conditions. In

order to study this polyatomic radical it must be created in situ. There are several techniques

that have been used to produce CaOH for study. Early studies relied on Broida ovens which

produce molecules at relatively high temperature (500-700 K) [156]. Later, supersonic beams

were employed to obtain internally cold samples and allowed for rotationally resolved spec-

troscopy [150, 170]. CaOH is produced in this work with a buffer gas source, described in the

preceding chapter. This production method is well matched to a direct laser cooling experi-

ment because it produces a bright cryogenic buffer-gas beam with a forward velocity near the

effusive limit. This chapter will describe and characterize our cryogenic source.
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4.1 Buffer-gas cooling

In order to produce CaOH radicals we use a combination of laser ablation and buffer gas cool-

ing. A diagram of our buffer gas cell is shown in Figure 4.1. The molecules are introduced

into the gas phase by ablation of either a solid pressed-powder precursor Ca(OH)2 or ablation

of a calcium metal target in the presence of methanol vapor. The CaOH molecules rapidly

thermalize through elastic collisions with helium buffer gas. The He buffer gas is introduced

into the cell at flow rates of 1-10 standard cubic centimeters per minute (sccm). This flow

rate allows us to tune the density of buffer gas in the cell from 1014 to 1016 cm−3. Our buffer

gas cell is thermally anchored to a recirculating liquid helium system that maintains a tem-

perature of ∼ 2 K. Under these conditions, the mean time between collisions varies from τ =

0.7-70 μs. Elastic collisions thermalize the molecules translational and rotational degrees of

freedom in ∼ 10-100 collisions [6, 87]. Thermalization of the vibrational degree of freedom

in general is not as efficient [88]. As the energy of the vibrational excitation decreases, vibra-

tional relaxation has been observed to occur more rapidly. Ref. [171] investigates vibrational

relaxation for linear triatomic SrOH as well as summarizing similar results in other molecules.

Within the buffer gas cell time dynamics may be studied with absorption spectroscopy or the

molecules may be extracted into a cryogenic buffer-gas beam for further study.

4.1.1 Diffusion cross section for CaOH X̃(000) (N = 1) – He at 2 K

Determination of the diffusion cross section of CaOH molecules with He buffer gas in com-

bination with the measurements of excited vibrational state dynamics within the cell would

allow measurements of the vibrational relaxation cross section [171]. The rate of vibrational

relaxation can have significant impact on the natural population of excited vibrational states
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Figure 4.1: A diagram of our buffer gas cell with the hot capillary entering through the back. The cell is
maintained at 2 K.

in the beam. This has implications for performing spectroscopy to determine optical pumping

laser frequencies. As described in Appendix D, the spectroscopy we performed does not rely

on natural population but uses optical pumping to populate the state of interest. As a result, no

vibrational relaxation cross sections were measured in the course of this work. The diffusion

cross section can be extracted using data taken to characterize the performance of the beam

source.

We measure the diffusion cross section by monitoring the time dynamics of CaOH molecules

inside of the buffer gas cell. Absorption spectroscopy, described later in this chapter, allows

us to monitor molecule density as a function of time. In combination with the molecule den-
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sity, the temperature and density of helium buffer gas must be known. The temperature can

be reasonably inferred from rotational state population distributions, Doppler broadening of

spectroscopic features, and thermometer readings. We control the density of helium in our cell

with a mass flow controller, which allows us to vary the buffer gas flow from 0-10 standard

cubic centimeters per minute (SCCM). In order to convert a flow rate into a density, we rely

on the steady state assumption that flow into the cell is equal to the flow out of the cell.

f
V
=

nHe
τ

(4.1)

Where f is the flow rate in atoms/second and nHe is the number density of He, and τ is the

pump out time (τ = V
C where C is the conductance of the cell exit aperture. Using Eq. 3.72

from [172] the expression for conductance of an aperture in the molecular flow regime is de-

scribed by:

C = 3.64× 103 A
√

T
M

(4.2)

Here C is in units of cm3/sec, T is the temperature in Kevin, M is the mass in amu and A is the

open area of an the aperture in cm2. While we have made many changes to our buffer gas cell,

for the data presented below the relevant parameters yield a conductance of C = 1260 cm3/sec.

After some algebraic manipulation Eq. 4.1 becomes:

f
C

= nHe (4.3)

The calculated conductance allows a conversion between flow rate and helium density. 1

SCCM of flow is 7.5×1017 atoms/sec, corresponding to a helium density of ∼3×1014 atoms/cm3.

For this cell geometry the helium density can be tuned from 1×1014 to 3×1015 atoms/cm3.
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The time decay of molecular signal during an ablation pulse is due to diffusion of molecules

to the cell walls and pump out of the cell through the aperture. This is mathematically de-

scribed as:
1

τ000
=

1
τd

+
1
τp

(4.4)

Where τ000, τd, and τp are the timescales for the decay of (000) vibrational mode molecules

(τ000) due to diffusion (τd) and cell pump-out (τp). For low buffer-gas flows τd/τp < 1 [90],

and the molecule loss is primarily due to diffusion to the cell walls. Therefore, from our mea-

surements of τ000 we can directly determine the diffusion lifetime of the molecules in our cell:

τd ≈ τ000.
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Figure 4.2: (left) In-cell absorption signal of CaOH X̃(000) (N = 1) molcules vs. time. An exponential
fit (black) is overlayed showing excellent agreement after initial ablation dynamics subside. (right)
fitted decay time (τ000 vs helium density. The linear dependence fits the model described by Eq. 4.5

When higher-order diffusion modes have decayed, the in-cell X̃(000) population profile

is well fitted by a single exponential (Figure 4.2). We determine the CaOH-He momentum

transfer cross section by measuring the diffusion lifetime of CaOH X̃(000) molecules as a

function of helium density. From Figure 4.2 we find that τ000 has a linear dependence on the

helium density and conclude that (000) mode molecule loss is primarily dominated by diffu-

sion. For a cylindrical cell of length L and radius r the time constant of the exponential decay

for molecules diffusing through helium gas of density (nHe) is given by [173]:
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τd =
nHe σd
v̄ G

(4.5)

G =
3π
32

(
j201
r2

+
π2

L2
) (4.6)

where v̄ =
√
8kBT/πμ is the mean CaOH − 4He collision velocity at temperature T with

reduced mass of the atom-molecule system μ and the diffusion cross section σd and j01 ≈

2.405 is the first root of the Bessel function J0(x). Eq. 4.5 reflects that in the diffusive regime

(τd/τp<1) the in-cell lifetime is directly proportional to the helium density, as seen in our data

( Figure 4.2 ).

Measurements of τ000 at different helium density allow us to extract the value of the diffu-

sion cross section, σd ≈ τ000v̄G/nHe, using Eq. 4.5. We determine the CaOH diffusion cross

section in He at 2 K to be σd(CaOH − 4He) = 1.3(4) × 10−14 cm2 where the error is domi-

nated by the uncertainty in the He density. The CaOH − He diffusion cross section is similar

to SrOH [171] and larger than previously measured for diatomic molecules [174, 175].

4.2 Absorption spectroscopy

Buffer gas cell geometry plays a significant role in the characteristics of the atomic or molec-

ular beam produced during an ablation event. While there is much left to be optimized for a

given production technique or species, there have been significant efforts to characterize the

performance of buffer gas cells [88, 176, 89]. This work will focus specifically on the pro-

duction of CaOH for the express purposes of laser cooling and magneto-optical trapping. Ab-

sorption spectroscopy is an invaluable technique to monitor production of atomic or molecular

species which can accurately determine the density produced in a buffer gas cell. In short this
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technique relies on the resonant absorption cross section of the species of interest to scatter

photons from a laser probe beam, attenuating its transmission. By monitoring the probe beam

power one can determine the density and temperature of the species of interest.

The resonant absorption cross section1. (σ0) is [177]

σ0 =
λ2

2π
2J ′ + 1
2J ′′ + 1

(4.7)

where J ′′ is the total angular momentum in the ground state and J ′ is the total angular momen-

tum in the excited state. For a finite temperature sample Doppler broadening contributes to

frequency dependence as follows [177]

σ(δ) = σDe
−( δ

ΓD
)2 (4.8)

where δ is the detuning from resonance, σD =
√
π
2

γ
ΓD , ΓD is the Doppler width, and γ is the

natural linewidth of the transition. The Doppler width is given by2:

ΓD =

√
2kBT
mc2

fo (4.9)

For CaOH, reasonable experimental parameters are as follows: a Doppler temperature of

3.2 Kelvin fitted from Figure 4.4 corresponding to ΓD = 34.5 MHz, γ = 6.25 MHz [178]

and λ = 626 nm. This results in a σ(δ = 0) = 5.6 × 10−11 cm2 when using the (J ′′ =

3
2) → (J ′ = 1

2) transition. We then use Beer’s laws to describe the attenuation of light as it

propagates through a sample [132].
1Under the assumption that the lifetime is dominated by spontaneous decay to a single state. See eq.

3.145 in [177] for details.
2Convention varies. The factor of 2 in the numerator can absorbed into the standard form of a

Gaussian distribution.
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Figure 4.3: Resonant in-cell X̃
2
Σ+(000)→ Ã

2
Π1/2(000)(P1) line CaOH Absorption signal While

ablating a Ca(OH)2 pressed powder target. This trace is consistent with an in-cell density of 1.6×109
molecules/cm3

I
I0

= e−σ n0 l (4.10)

Using a typical in-cell absorption trace given by Figure 4.3 the absorption signal is ∼20%

and the cell diameter or l = 1” which implies we have an in-cell density of;

I
I0

= e−σ n0 l (4.11)

ln(.8) = −σn0l (4.12)

ln(.8)
−σl

= n0 (4.13)

n0 = 1.6× 109molecules/cm3 (4.14)

which is a factor of ∼ 3 lower than the number of diatomic molecules (CaF,CaH,SrF) pro-

duced by similar sources [176, 14, 179]. CaOH is produced via two methods, either by abla-
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tion of a Ca(OH)2 pressed-powder target or through a chemical source where methanol vapor

is introduced to the buffer gas cell which reacts with calcium atoms created by ablation of a

calcium metal target. The number of calcium atoms produced through either of these methods

exceeds the number of CaOH molecules. Typically, the in-cell density of calcium atoms is

∼1012 atoms/cm3 as measured through absorption. The calcium atoms produced during abla-

tion can be used for two purposes. Given the higher flux of atoms compared with molecules

they can be used to debug and characterize the source with high signal to noise. In addition,

one may convert the excess Ca to CaOH molecules with a deep understanding of the chemi-

cal reactions between calcium atoms and OH containing molecules such as water, hydrogen

peroxide, and methanol that result in CaOH [154, 156, 180, 170, 181].

4.3 Ablation of Ca(OH)2 pressed powder target

-200 -100 0 100 200

Detuning (MHz)

0

In Cell Absorption Signal
Doppler Temperature  = 3.2(3) K

Figure 4.4: In-cell absorption spectrum for CaOH. The 52 MHz spin-rotation splitting is unresolved in
the cell as Doppler broadening dominates the lineshape of the transition. A fit to two Gaussian profiles

split by 52 MHz indicates a translational temperature of 3.2(3) K.

One technique that reliably produces CaOH molecules is ablation of a Ca(OH)2 target. We
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compress Ca(OH)2 powder into a solid precursor and ablation produces CaOH radicals in

the gas phase. These molecules are produced in a buffer gas cell with a transverse Doppler

temperatures of 3.2 K as shown in Figure 4.4. Doppler broadening obscures the 52 MHz spin-

rotation splitting of CaOH in this spectrum [142]. Ablation produces the molecules at high

temperatures and the molecules thermalize is a few ms as can be seen in Figure 4.5.
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Figure 4.5: Doppler temperatures as a function of time after ablation. Temperature of the molecules
decreases as they thermalize with the cell mediated by elastic collisions with 4He buffer gas

4.4 Chemical production of CaOH

Several laser cooling experiments use sources based on ablation of solid targets [182, 183,

179], others rely on chemical production methods [184, 14]. For CaF, solid precursor targets

have been shown to degrade on the timescale of days leading to an increases in beam velocity

[14]. This is attributed to a build of up dust inside the buffer gas cell, a known issue observed

for several species including CaH, CaF, and SrOH [89, 167, 14].

Motivated by the potential for a brighter and more stable source of CaOH, we tested chemi-

cal production. We tried a number of different chemical reactants to produce CaOH, indicated

in the list of reaction shown in Table 4.1. At room temperature these reactants are all liquids.

We were able to introduce the reactants into the buffer gas cell through a capillary held at 250
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Reaction ΔH0
0 (kJ/mol)

Ca(1S0) + H2O2→ CaOH + OH -199
Ca(1S0) + CH3OH→ CaOH + CH3 -29
Ca(1S0) + H2O→ CaOH + H 88

Ca(3P2) + H2O2→ CaOH + OH -382
Ca(3P2) + CH3OH→ CaOH + CH3 -212
Ca(3P2) + H2O→ CaOH + H -95

Reaction ΔH0
0 (kJ/mol)

Ca(1S0) + CH3OH→ CaOCH3 + H 23

Ca(3P2) + CH3OH→ CaOCH3 + H -154

Table 4.1: This table indicates the reactions that have been used in the literature to produce CaOH and
CaOCH3. This is a partial reproduction of Table 23 from ref. [181]. ΔH0

0 is enthalphy of the reaction
and a negative enthalphy indicates that the reaction is exothermic.

K. We did not observe significant CaOH production when using water vapor seeded with

∼1% hydrogen peroxide as a reactant. The low vapor pressure of hydrogen peroxide com-

pared to water limited the maximum concentration of hydrogen peroxide. We were unable to

find hydrogen peroxide in a form where we could introduce it at higher concentrations. How-

ever, significant CaOH production was observed using methanol as a reactant ( Figure 4.6 ).

We found that the production of CaOH molecules from the Ca + Methanol chemical reac-

tion is an order of magnitude better then the pressed powder targets when ablating with lower

YAG laser pulse energy. Because the energy of the ablation laser is correlated with molecular

beam velocity this is potential advantage over a pressed powder target. At higher ablation en-

ergy, similar production is observed, but the molecular beam from pressed-powder contains

a factor of 2 more molecules. The discrepancy in the molecular beam is likely a result of a
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Figure 4.6: (top) In-cell and (bottom) in beam comparison of chemical and powder sources. Methanol
vapor is introduced to the cell at a rate of 0.12 sccm. (left) At lower YAG energies (10 mJ) the calcium
and methanol chemical source produces significantly more molecules then the pressed powder target.
(right) At higher YAG energy (15 mJ) the pressed powder performs similarly to the chemical source.

buildup of helium gas inside the 4 K section (described in Section 4.8.2) that is exacerbated by

methanol ice.

Figure 4.7 shows the CaOH molecular signal as a function of methanol flow into the buffer

gas cell. CaOH production saturates at flow rates of ∼0.05 sccm to signal levels that are com-

parable to the pressed powder at high YAG energies. One significant benefit of the chemi-

cal source compared to a pressed powder source is a significant increase in the stability of

the source. Pressed powder targets have shot to shot fluctuations where the molecular signal

varies by nearly 100%. The chemical source typically has shot to shot fluctuations of of 10-

20%. This stability is vital when scanning experimental parameters to optimize parameters.

There are some drawbacks of using the chemical source. Introduction of methanol vapor

to the buffer gas cell leads to a build up of methanol ice on the interior of the cell. Similar ice
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buildups have been observed for CaF chemical production sources [184, 14]. While flowing

methanol into a cell, we observe an increase in beam velocity and a degradation in molecu-

lar signal (see Figure 4.8) that we attribute to the build up of methanol ice inside of the cell.

Not only do we observe that reducing the methanol flow increases the timescale for these is-

sues but we can also “de-ice” the cell (warm up to temperatures of ∼200 K [168]) in order to

recover the molecular signal and beam velocity profile of a clean cell.

We have experimentally determined that in order to produce a stable signal of CaOH molecules

over 1 week of experimental work we must reduce the methanol flow to 0.02 sccm which re-

duces our CaOH signal by a factor of 4 when compared with a pressed powder target. The

ability to “de-ice” the cell allow us to operate with the same target for approximately 3 months

without cleaning the cell or replacing the target. It may be possible to modify the cell geome-

try to alleviate some of the limitations imposed by methanol ice, but currently there are advan-

tages and disadvantages to both the pressed powder and chemical source of CaOH.
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Figure 4.7: Production of CaOH molecules using calcium and methanol chemical reaction as a function
of the flow rate of methanol vapor into the buffer gas cell. (left) In-cell absorption signal. (right)

Absorption signal 1 cm away from cell exit.
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Figure 4.8: (left) CaOH beam signal vs experimental run time. Black vertical lines indicate de-ice
cycles. While the signal is recoverable upon deicing the cell, a rapid degradation in beam signal is

observed at methanol flow rates of 0.04 sccm. This timescale can be extended to ∼ 1 week by reducing
the flow to 0.015 sccm with a corresponding decrease in molecular signal (Figure 4.7). (right) the

velocity of a beam of calcium atoms is shown in pink, after a de-ice cycle the velocity profile changes
to the blue data points.

4.5 Excitation of metastable Ca to enhance CaOH production

Increasing the brightness of our molecular source would accelerate progress towards magneto-

optical trapping. In a typical ablation pulse, the ratio of CaOH molecules to calcium atoms is

approximately 1:103 If even a small fraction of the calcium atoms produced during ablation

could be converted into a molecules it could significantly enhance the brightness of our source.

The literature reports enhancement of CaOH molecule production when the calcium atoms are

in the excited metastable 3P1 state [170, 187, 188]. Recent efforts using Yb atoms to produce

YbOH molecules was able demonstrate an order of magnitude increase in YbOH production

by exciting Yb atoms into the metastable 3P1 state [189].

In calcium there are several pathways that may be used to populate the 3P1 state. These

pathways are depicted in Figure 4.9. The strong 1S0 to 1P1 transition is typically used for laser

cooling and the branching ratio from the 1P1 state to the 1D2 state is 1 part in 105 [190]. the

1D2 state decays to the 3P1 state with a lifetime of 2.2 ms. The calcium 1S0 to 1P1 transition
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Figure 4.9: Calcium Energy Structure indicating metastable states used in previous chemical reactions
to produce CaOH and Optical pumping pathways used to populate these states.λ1 indicates the strong
transition at 423 nm where the 1P1 state has a lifetime of 4.6 ns and a corresponding natural linewidth
of 34 MHz [185]. λ2 indicates the intercombination line which is significantly weaker with a lifetime of

.34 ms and natural linewidth of 410 Hz [186].

can easily be saturated and scattering rates of ∼100 MHz can be achieved. Thus, excitation

of calcium atoms on the 1S0 to 1P1 transition can optically pump ground state atoms into

the excited 1P1 transition metastable state on the timescale of a few ms. Alternatively, cal-

cium atoms can be directly excited to the 3P1 state along the intercombination line. The small

linewidth of this transition limits the number of atoms in the excited state and thus requires

substantial laser power for efficient optical pumping.

4.5.1 Enhancement with 1S0 to 1P0 excitation (or lack thereof)

We attempted to observe enhancement through optical pumping through the 1P1 state. The

saturation intensity of the 1S0 to 1P0 transition is Isat = 60 mW/cm2 [190]. We used 55 mW

of 423 nm laser light focused down to a beam waist of ∼ 0.5 mm leading to a saturation pa-

rameter (s = I
Isat ) of ≈100. The 423 nm laser copropagated with the YAG ablation laser in

order to excite calcium atoms produced during ablation. To limit the heat load on the buffer
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Figure 4.10: Here we see the effects of exciting the 1S0 to 1P0 transition in the cell copropagating with
the Nd:YAG ablation beam. Additional light was seen to be detrimental to CaOH production both in
the buffer gas cell and in the molecular beam. The detrimental effect was larger in the molecular beam
and the reduction in molecule number was larger the longer the 1S0 to 1P0 excitation beam was applied.

gas cell we installed a shutter to control duration the excitation light. The results of these tests

are shown in Figure 4.10.

The molecular signal was degraded by the excitation light and detuning the laser by several

GHz indicated that this was not a resonant phenomenon. We attribute the reduction of the

molecular signal in the presence of this excitation light to heating caused by the 423 nm laser.

4.5.2 Enhancement with 1S0 to 3P1 excitation

Exciting calcium atoms directly to the 3P1 state requires a large amount of laser power given

the relatively weak line strength and significant level of Doppler broadening in the buffer gas

cell. The saturation intensity for the 1S0 to 3P1 transitio is Isat = 190 μW/cm2 [190]. Following

ref. [177], the number of atoms in the excited state is:

δN ∼ γ
ΓD

Ntot (4.15)

Here δN is the fraction of atoms the light interacts with, γ is the power broadened linewidth,

and ΓD is the Doppler broadened linewidth.The power broadening is given by:
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Figure 4.11: Molecular signal enhancement as a function of the time the enhancement light is applied.
Shaded red area indicates the time interval during which the enhancement light is applied

copropagating with the YAG ablation laser. The enhancement is measurably larger for longer time
intervals as long as Ca atoms remain in the buffer gas cell (25 ms after ablation) The enhancement in

beam is significantly smaller the effect in cell.

γ = γ0
√
1+ s (4.16)

where γ0 is the natural linewidth and s is the saturation parameter. Incorporating Doppler

broadening from Eq. 4.9 the fraction of molecules in the excited state is:

δN ∼ γ0
√
1+ s

ω0
c

√
2kBT
M

Ntot (4.17)

Using reasonable experimental values for temperature (2 K) and laser power (s∼108) this
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expression becomes

δN ∼ 0.01Ntot (4.18)

While this is a small fraction of the total atoms produced during ablation. The number of

atoms excited to the metastable 3P1 state is a factor of 10 larger than the number of molecules

produced during ablation. We were able to observe an effect of the enhancement laser under

these conditions as shown in Figure 4.12 and Figure 4.11.
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Figure 4.12: In-cell enhancement with 75 mW (left) and 150 mW (right) of enhancement light.

The enhancement is more pronounced in the cell compared to molecular beam and there is

a clear increase in enhancement signal as the excitation light is applied for longer duration and

at higher powers. However, this effect is small, enhancing the molecular beam signal by only

a few percent. If we extrapolate this enhancement and assume we can excite all of the atoms

to the metastable state this would translate to a factor of 2-5 increase in molecular signal. Ex-

perimental efforts in Yb enhancement indicate that there is another factor of unity that may be

gained by applying the excitation light in a different location in the buffer gas cell [189].

Given the technical limitations and insignificant enhancement we did not pursue this further.

The magnitude of the enhancement is larger at long times, suggesting that it may preferentially

enhance slow molecules. This possibility should be explored when attempting to slow the

molecular beam.
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4.6 Velocity sensitive detection

In order to determine the forward velocity distribution of our cryogenic buffer-gas beam, we

rely on Doppler-sensitive laser-induced fluorescence. One of the detection lasers propagates

towards or against the direction of particle motion. As a result the Doppler-shifted laser fre-

quency only comes on resonance when the detuning of the laser compensates for the Doppler

shift. This Doppler shift is proportional to the particle velocity and allows us to map a fre-

quency shift onto a velocity. The Doppler shift is described by:

Δf =
v Cosθ

λ
(4.19)

Where Δf is the Doppler shift, v is the velocity of the particle, θ is the angle between the veloc-

ity vector and the laser propagation direction, and λ is the wavelength of the laser light.

The signal from Doppler-sensitive detection is reduced an order of magnitude compared to

transverse detection. For atomic beams this does not pose a issue but for molecular beams this

poses a significant limit to signal to noise. As a result, we use off diagonal photon counting

which allows for sensitive detection of photons emitted by the molecules with simultaneous

rejection of the laser light used to excite the molecules.

4.7 A cold slow beam of CaOH

One key parameters of our buffer gas beam that affects our ability to laser cool is the forward

velocity distribution. While cryogenic buffer-gas beams offer slow, bright sources of molec-

ular radicals, cell geometry plays a significant role in determining the forward velocity distri-

bution [176]. Characterizing the forward velocity is important when optimizing our source for

its intended use of loading a 3D magneto-optical trap (MOT). Recent diatomic MOTs have
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slow capture velocities compared with atomic MOTs, typically ≤ 10 m/s [191, 14]. Estimates

of the capture velocity for a MOT of CaOH are ∼ 7 m/s [192]. Sources of cold molecules typ-

ically have significantly higher velocities, which necessitates the use of slowing techniques.

For molecules, these slowing techniques are typically inefficient compared to atoms and thus

small adjustments in the velocity profile of a molecular source can have dramatic effect on

the number of molecules available in a MOT [14, 183]. Buffer gas beams have significantly

higher flux compared to other sources of cold molecules and are used ubiquitously for molecu-

lar laser cooling experiments [167].

Our initial cell design replicated the cell designed for optical loading [89] and later used in

experimental work in laser cooling CaF molecules [14, 193]. We varied an number of cell pa-

rameters, optimizing the signal and velocity profile of a Ca beam, taking advantage of the high

single to noise of atomic beams. Ultimately, for the work described in this thesis, we used

the cell design presented in Section 3.3.1. This cell design produces a cold calcium atomic

beam with a velocity profile shown Figure 4.13 with a peak forward velocity of ∼ 80 m/s and

a spread of ∼50 m/s (FWHM). The same source produces a slightly faster cold CaOH beam

with a peak velocity of ∼ 85 m/s and a similar velocity spread .

While the molecular beam produced by a two-stage buffer gas cell offers incredibly slow

velocity distributions, a single stage buffer gas cell can offer a slightly faster but significantly

brighter beam, often with an order of magnitude increase in flux. This additional signal is

useful when performing spectroscopy of CaOH molecules [167].

Using calcium atoms for characterization, we found that a single stage beam source in-

creased the beam flux by the expected factor of 5-10 [167]. We also measured a concomitant

increase in forward velocity from ∼ 80 m/s to ∼ 125 m/s. This increase in velocity is due to

boosting of the atoms by collisions with helium that preferentially occur from behind [176]. A

comparison of the velocity distributions from both cell designs is presented in Figure 4.14.
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Figure 4.13: (top) Calcium atomic beam data. (bottom) CaOH beam data. (left) Velocity vs
Time-of-flight spectrum.(right) Beam velocity distribution integrated over time. Atomic data collected

by exciting the atoms on the 1S0 to 1P0 transition by driven by a laser counter propagating to the
molecular beam at an angle of 27 degrees. Molecular data collected by optically pumping molecules
into the X̃(100) vibration state in the detection region while scanning the velocity sensitive the X̃(100)
→ B̃(000) repumping transition by driven by a laser counter propagating to the molecular beam.

Photons produced by the spontaneous decay of the B̃(000) state can be spectroscopically filtered from
background light for high signal to noise. The white dotted line indicates ballistic motion of a particle

generated at the cell 0.5 ms after the YAG ablation and serves as a guide to the eye.

4.8 A surprisingly fast beam of CaOH

When we measured the forward velocity of the CaOH molecular beam produced with a single

stage source we found that the molecules were dramatically faster than the calcium atoms.

This is illustrated in the velocity scan shown in Figure 4.15. The first model we tested to

explain this anomalously fast beam was the use of methanol in the chemical source. It was

thought that the presence of methanol ice within the cell could prevent thermalization of
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Figure 4.14: Comparison of the velocity profile of calcium beams produced with single stage and
2-stage buffer gas cells. The distributions have been normalized for comparison.

CaOH molecules. While the temperature of the molecules can be extracted from Doppler

scans of the in cell signal, this method is known to produce unreliable results. In previous

work, Doppler temperatures extracted from in cell measurements indicated temperatures

higher than other methods [174]. We conducted rotational temperature measurements in or-

der to determine if the molecules are thermalizing with the buffer gas. These measurements

are shown in Figure 4.16 and confirm that the rotational degree of freedom thermalizes to cell

temperatures.

4.8.1 Beam attenuation through He collisions

Another model to explain the high forward velocity is a build up of pressure somewhere along

the beam line, leading to collisions attenuating the molecular beam. These collisions would

have to preferentially effect slower molecules. Studies of helium-helium collisions at low

temperatures indicate an increase in total effective cross section at low velocities [194]. We

would expect similar behavior for the CaOH - He cross section. If collisions are modifying the

velocity distribution we would expect to measure different velocity profile at the exit of the
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Figure 4.15: (left) CaOH Doppler vs. time of flight spectrum. Data collected by optically pumping
molecules into the X̃(100) vibration state in the detection region while scanning the velocity sensitive
the X̃(100)→ B̃(000) repumping transition. Photons produced by the spontaneous decay of the B̃(000)
state can be spectroscopically filtered from background light for high signal to noise. The white dotted
line indicates ballistic motion of a particle generated at the cell 0.5 ms after the YAG ablation and

serves as a guide to the eye. (right) CaOH beam velocity distribution integrated from 3 to 15 ms after
YAG ablation. Note the peak at ∼ 200 m/s.
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Figure 4.16: Rotational Temperature of a CaOH beam both inside of the buffer gas cell cell (left) and in
the cryogenic buffer-gas beam (right). In-cell temperatures are consistent with full thermalization and
lower temperature in the beam indicates possible cooling by adiabatic expansion as the beam leaves the

buffer gas cell.

cell.

By directing a laser addressing the X̃
2
Σ+(000) → Ã

2
Π1/2(000) transition counter prop-

agating to the molecular beam directly into the cell we were able to detect fluorescence from

the molecules directly outside of the buffer gas cell with an EMCCD camera. Though scat-

tered light was significant, background subtraction allowed us to observe molecular signal.

We were then able to detect fluorescence vs. laser detuning and map out the velocity profile of

molecules approximately 1 cm after the cell exit. It is known that the velocity distribution of
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Figure 4.17: Measurement of the velocity inside of the 4 K region of the beam box (blue) vs velocity
distribution measured downstream (grey). The distributions have been normalized for comparison.

This indicates substantial loss of low velocity molecules. This is strong evidence pointing to a build up
of helium inside of the 4 K region leading to collisional attenuation of the buffer gas beam which

would preferentially remove slow moving molecules.

molecules and atoms is boosted to higher velocities by collisions with He as the beam exits the

buffer gas cell, this boosting effect stabilizes ∼ 1 cm from the cell exit [89, 176]. Figure 4.17

displays the velocity distribution measured 1 cm from the cell exit and the velocity distribu-

tion measured downstream. The clear difference confirms the attenuation of slow molecules.

4.8.2 Improvement and resolution

Pressure measurements in the room temperature regions of the vacuum system indicated pres-

sures of 0.5 to 5 × 10−7 Torr when flowing 0 to 10 sccm of He buffer gas, which is sufficient

to prevent unwanted collisions. This directed us to explore a build up of helium inside of the

cryogenic region. We modeled the flow of of He buffer gas given our particular geometry (re-

sults shown in Figure 4.18), we determined that there was build up of helium between the cell

and the aperture in the 4 Kelvin shield. Estimates of He pressure range from ∼ 5×10−6 to

10−5 Torr. This helium build up, specifically the helium counter propagating to the molecular

beam, was likely responsible for the attenuation of low velocity molecules.
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Figure 4.18: Color map of helium pressure inside of the 4 K shields. Semi-circular sections labeled (a)
indicate helium counter propagating to the molecular beam. Estimates of He pressure range from ∼

5×10−6 to 10−5 Torr which are high enough to cause significant beam attenuation.

In order to reduce the helium density near the 4 Kelvin aperture, we made several changes

to the vacuum system:

• We moved the cell further away from the 4 K surface.

• We added additional sorbs surrounding the 4 K aperture (see Figure 4.19)

• We added protected sorbs to the outside of the 4 K shield.

After these changes were made we took a series of velocity scans at different He buffer gas

flow rates. These scans are shown in Figure 4.20. As the helium buffer gas flow is reduced we

see a growth of the low velocity signal. This trend indicates that we are limited by He buffer

gas build up inside of the 4 Kelvin section. The trend continues even at very low flows (0.5

sccm) and as a result we conclude that further reduction of the buffer gas would continue to
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Figure 4.19: Here we see a cut away view of the two-stage buffer gas cell, shields and the sorbs
surrounding the 4 K exit aperture. The multiple layers provide protected sorb as well as significantly
increase the surface area for cryo pumping. Surfaces colored black are coated with charcoal to improve

cryopumping.

be beneficial for the molecular beam. There are several methods we could have used to main-

tain buffer gas density inside the cell while reducing the helium density along the beam line,

including a conical skimmer, additional distance between the cell exit and the 4 K shield, or

reduction in the size of the cell exit aperture. We decided to circumvent this issue by going

back to a 2-stage buffer gas cell. In a two-stage configuration, the second stage redirects he-

lium flow away from the direction of beam propagation such that it reduces the He density by

an order of magnitude near the 4 K aperture, side stepping the issue.

It should be noted that previous buffer gas beam sources use similar distances from the cell

exit to the 4 K aperture without apparent issues. One of these sources produces YbOH using

chemical production with methanol another produced SrOH using ablation of Sr(OH)2. It is

suspected that the higher mass of these species makes them less susceptible to attenuation

through He collisions. A chemical source producing CaF does not show this attenuation effect.
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There, the distance between the cell and 4 K aperture is ∼6”, corresponding to a reduction of

He by a factor of 4. Taken together these data points indicate that typical buffer gas sources

operate in a regime where problems may arise from changing the density of He in front of

the cell by a factor of unity. These problems can be mitigated with changes to experimental

geometry, especially having sufficient distance between the cell and 4 K aperture. The details

of this helium build up remain to be elucidated by a future detailed study.

80



0 4 8 12 16 20

Time after Yag (ms)

50

100

150

200

250

300

350

V
el

o
ci

ty
 (

m
/s

)

CaOH Doppler - Time of Flight

-350 -300 -250 -200 -150 -100 -50 0

Velocity (m/s)

0C
aO

H
 S

ig
n

al
 (

ar
b

)
Integrated 3-15 ms After Yag

0 4 8 12 16 20

Time after Yag (ms)

50

100

150

200

250

300

350

V
el

o
ci

ty
 (

m
/s

)

CaOH Doppler - Time of Flight

-350 -300 -250 -200 -150 -100 -50 0

Velocity (m/s)

0C
aO

H
 S

ig
n

al
 (

ar
b

)

Integrated 3-15 ms After Yag

0 4 8 12 16 20

Time after Yag (ms)

50

100

150

200

250

300

350
V

el
o

ci
ty

 (
m

/s
)

CaOH Doppler - Time of Flight

-350 -300 -250 -200 -150 -100 -50 0

Velocity (m/s)

0C
aO

H
 S

ig
n

al
 (

ar
b

)

Integrated 3-15 ms After Yag

0 4 8 12 16 20

Time after Yag (ms)

50

100

150

200

250

300

350

V
el

o
ci

ty
 (

m
/s

)

CaOH Doppler - Time of Flight

-350 -300 -250 -200 -150 -100 -50 0

Velocity (m/s)

0C
aO

H
 S

ig
n

al
 (

ar
b

)

Integrated 3-15 ms After Yag

1
0
	S
CC
M

2
	S
CC
M

1
	S
CC
M

0
.5
	S
CC
M

H
e 

B
uf

fe
r 

G
as

 F
lo

w

Figure 4.20: Downstream CaOH beam velocity as a function of He buffer gas flow. This is after
installation of charcoal sorbs and moving the cell exit away from the 4 K aperture to lower helium
buildup inside of 4 K region. As the helium flow is reduced molecular signal at low velocity classes

increases. Note this data is normalized.
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5
Laser manipulation of CaOH

Laser manipulation of both internal and external degrees of freedom for neutral atoms [2],

molecules [195, 20], and microscopic objects [196, 197, 198, 199] has revolutionized atomic

molecular and optical physics. In most cases, these manipulations are based on a resonant in-

teraction between the quantum system and the light field to change the internal state of the

quantum system in a well controlled manner. Many of these interactions are due to a momen-

tum change in the system, where upon absorption of a photon of wavelength λ, the momentum

p of the quantum object changes by Δp = ℏk = ℏc/λ. The system can return to its original

state through emission of the photon, which carries its own momentum change. Over many

cycles the momentum change due to spontaneous emission averages to zero. The momentum

change from a single photon, while measureable [200], is small and to achieve significant
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changes to the motion of the system this process is repeated many times. In order to bring a

beam of CaOH moving at 100 m/s, to near the capture velocity of a MOT will requires 104

photon-emission cycles .

The complex internal structure of molecules, while rich with applications, makes cycling

many photons difficult as spontaneous emission leads to decay to a large number of distinct

grounds states. Recent advances in laser cooling show great promise for several diatomic

species (e.g. SrF [201, 20, 122, 107, 202, 203, 204], CaF [123, 147, 21, 108, 205, 125, 206],

and YO [23, 124, 106]), and the extension to larger species has been demonstrated for a few

molecules (e.g. SrOH [148],YbOH [32], and CaOCH3 [70]) further complicated by the con-

comitant vibrational and rotational modes. In this chapter we demonstrate photon cycling of

CaOH, perform radiation force deflection, and characterize the photon scattering rate. Photon

cycling allows for greatly enhanced molecular detection, and the resulting radiation pressure

force enables state-selective deflection and the extension to longitudinal beam slowing.

5.1 Photon cycling of CaOH

In order to construct a quasi-closed photon cycling scheme, it is necessary to prevent rota-

tional branching. The rotational structure of CaOH is described in detail in Section 2.4 and the

relevant energy levels are shown in Figure 5.1. We replicate previously developed schemes

that were successful in diatomics and triatomic work [23, 22, 126, 201, 123, 207, 32, 192],

addressing the first excited rotational state using the P(N ′′ = 1) branch. A combination of

rotational selection rules causes molecules to return to the original rotational state . There is

additional structure due to the spin-rotation interaction, this causes the P(N ′′ = 1) line to

split into the P11(J ′′ = 3/2) and PQ12(J ′′ = 1/2) lines 52 MHz apart. The nuclear spin on

the hydrogen creates additional hyperfine splitting, but this below the natural linewidth of the
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Figure 5.1: Rotational structure of CaOH illustrating the 52 MHz spin-rotation splitting in the electronic
ground state as well as the unresolved hyperfine structure (1.5 MHz and 7 kHz in the J ′′ = 3

2 and
J ′′ = 1

2 states respectively [142]). The X̃
2
Σ+(v′′1 v′′2 v′′3 )→ Ã

2
Π1/2(v′1v′2v′3) P1(J ′′ = 3

2 ) and
PQ12(J ′′ = 1

2 ) rotationally closed transitions are shown [126]. The parity of the ground states is
indicated by the sign to the right of the N ′′ value while the parity of the excited states is indicated to the
right of the J ′ value. The rotational structure of the B̃

2
Σ+(000) state is analogous to that of the X̃

2
Σ+

states and is not pictured. Rotational closure on repumping lines through this state is achieved by
driving P1(J ′′ = 3

2 ) and
PQ12(J ′′ = 1

2 ) transitions to the B̃
2
Σ+(N ′ = 0, J ′ = 1

2 ,+) state. The level
diagrams are not to scale.

electronic transition [142] and therefor neglected.

Experimentally, we can observe photon cycling by detecting the laser induced fluorescence

from CaOH molecules as a function of detuning as we scan two laser frequencies. This is

shown in Figure 5.2, where the leftmost peak occurs when only the P11(J ′′ = 3/2) transition

is on resonance, the rightmost peak occurs when only the PQ12(J ′′ = 1/2) line is on resonance,

and the large center peak occurs when both transitions are simultaneously addressed. We ob-

serve a dramatic increase in signal when we close the rotational degree of freedom. Molecules

excited on either the P11(J ′′ = 3/2) or PQ12(J ′′ = 1/2) lines scatter on average 2 pho-

tons before decaying to the other spin-rotation state. If both spin-rotation states are addressed

molecules will scatter photons until they decay into a dark vibrational state, corresponding to

∼ 22 photons in CaOH [150].
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Figure 5.2: In-beam fluorescence spectrum of X̃
2
Σ+(000)→ Ã

2
Π1/2(000) transition in CaOH. Two

laser frequencies split by the spin-rotation splitting (52 MHz) are scanned across two transitions. The
leftmost peak occurs when only the P11(J ′′ = 3/2) transition is on resonance, the rightmost peak

occurs when only the PQ12(J ′′ = 1/2) line is on resonance, and the large center peak occurs when both
transitions are simultaneously addressed.

5.2 Experimental configuration

Once we have closed the rotational degree of freedom, the next step in extending our photon

cycling scheme is to repump molecules that decay to other vibrational states in the X̃ elec-

tronic manifold. In order to confirm that we are optically pumping molecules into higher vi-

brational states we constructed a beam line with three distinct regions with optical access as

shown in Figure 5.3. The first region, the “interaction region”, will allow us to apply lasers to

manipulate the momentum of the molecules or optically pump them into a different internal

quantum state. The second region, the “clean up region”, will allow us to apply repumping

85



DetectionClean-upInteraction region
x

y

z

Cryogenic Buffer-Gas Beam
(CBGB)

X

A
B
~

~

~

(100)

(000)

Beam Source

0 cm 39 cm 54 cm45 cm

X

A
B
~

~

~

(100)

(000) X

A
B
~

~

~

(100)

(000)

Figure 5.3: Depletion-Revival experimental configuration

lasers to recover population lost to dark vibrational states. The third region, the “detection re-

gion”, is used to detect molecular population in a state selective manner. This experimental

apparatus is useful with minor modifications for a number of experiments, including radiation

pressure force, laser cooling, or vibrational spectroscopy.

In the initial test, we apply the main cooling laser (X̃
2
Σ+(000) → Ã

2
Π1/2(000)) to opti-

cally pump molecules from the X̃
2
Σ+(000) state into the X̃

2
Σ+(100) state. Then apply the

first repumping laser (X̃
2
Σ+(100) → B̃

2
Σ+(000)) to recover the lost population. The results

of this test are summarized in figure Figure 5.4. The trace in grey indicates the baseline signal

from unperturbed molecules in the X̃
2
Σ+(000)(N ′′ = 1) state. If we apply the main cycling

laser in the interaction region, we observe the pink trace corresponding to a complete loss

of molecular population. This confirms that we are optically pumping molecules out of the

X̃
2
Σ+(000)(N ′′ = 1) state. If we apply the main cycling laser in the interaction region and the

first repumper in the clean up region, we observe the blue trace. This configuration recovers ∼

90% of the molecular population, which is consistent with the expected branching ratios.

Higher order vibrational states can be repumped in a similar manner to confirm the recov-

ery of molecular population. In addition, this depletion-revival signal can be used as a pow-
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erful spectroscopic tool to find vibrational repumping transitions and characterize branching

ratios as outlined in Chapter 6.

0 5 10 15 20

Time after Yag (ms)

0

C
aO

H
 B

ea
m

 S
ig

n
al

Depletion and Revival
Repumping (100)

Unperturbed Beam
Revived Beam
Depleted Beam

D
epletio

n R
ev
iv
a
l

X Σ (000)

X Σ (100)

B Σ (000)

A Π    (000)
~

~

~

~2 +

2 +

2 +

2
1/2

λ

λ

1

2

Figure 5.4

5.3 Radiation pressure force

Once we have determined that we are recovering the population from higher vibrational states,

we can characterize photon cycling in the CaOH molecular system through the resulting radia-

tion pressure force. The number of photons scattered can be determined by observing the mag-

nitude of momentum shift in the molecules and the scattering rate can be extracted by varying

the spatial extent of the laser light in combination with measurements of the velocity distribu-

tion of the molecular beam. Before presenting experimental results, we will summarize the

theory of radiation pressure force in molecular systems. In atomic systems it is straightfor-

ward to isolate two quantum states that are well described as an effective two-level system;

however, in order to prevent rotational branching, diatomic and linear triatomic systems gener-

ically rely on J ′′ → J ′ = J ′′ + 1 type transitions where a two-level system model is not

adequate. This complication does not originate from the vibrational degree of freedom, but
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from the angular momentum resulting from rotation. A key conclusion from this summary is

that the presence of additional ground states significantly reduces the scattering rate in molecu-

lar systems compared with effective two-level systems.

5.3.1 Radiation pressure force in a two-level system

A rigorous derivation of the radiation pressure force is available in chapter 3 of ref. [208],

however it can be intuitively derived from Newton’s 2nd law:

F = −dp
dt

(5.1)

The force (F) from scattering photons from the light field is the change in momentum from

scattering a single photon (ℏk) multiplied by the scattering rate (Rsc):

F = ℏk Rsc (5.2)

The scattering rate in a two-level system as rest is [209]:

RSC =
γ
2

s0
1+ s0 + 4(δ/γ)2

(5.3)

Where we have introduced the several parameters — the saturation parameter s0, the decay

rate due to spontaneous emission γ = 1/τ (τ is the lifetime of the excited state), the Rabi

frequency Ω, and the detuning from resonance δ.

The saturation parameter and saturation intensity for a two-level system are defined below.

These are useful experimental parameters when comparing different species of atoms and

molecules.
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s0 =
I
Isat

(5.4)

Isat ≡
πhc
3λ3τ

(5.5)

The Rabi frequency quantifies the strength of the coupling in a two-level system and how it

relates to the light field (E0). It is also the rate at which population is excited from the ground

state to the excited state when the light field is on resonance. It is defined as:

Ω ≡ eE0
ℏ
⟨e| d⃗ |g⟩ (5.6)

Where ⟨e| and |g⟩ denote excited and ground states respectively. Incorporating Eq. 5.3 into

Eq. 5.2 we arrive at:

F =
ℏkγ
2

s0
1+ s0 + 4(δ/γ)2

(5.7)

For large laser powers (s » 1) the fraction on the right approaches 1 and the maximum force is

limited only by the inherent spontaneous emission rate of the transition.

5.3.2 Radiation force in a multilevel system

In CaOH, the inverted angular momentum structure (J ′′ → J ′ = J ′′ + 1) of the rotation-

ally closed cycling transition couples multiple ground states to multiple excited states. The

state multiplicity can be accounted for with minor changes to the expressions describing the

two-level system. Modifying the expressions for scattering rate, saturation parameter, and sat-

uration intensity as shown in ref. [203] permits accurate modeling of diatomic systems (e.g.
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SrF and CaF). The expression for scattering rate in a multilevel system is

Rsc = γ
ne

(ng + ne) + 2
∑ng

j=1(1+ 4Δ2
j /γ2)Is,j/Ij

(5.8)

where Ij is the intensity of light addressing transition j and Is,j is the saturation intensity. Under

the assumption that the scattering rate is dominated by the main cycling transition, and all tran-

sitions are driven with the same intensity, equally divided between transitions, this expressions

simplifies to:

Rsc(δ) =
γeff
2

seff
1+ seff + 4(δ/γ)2

(5.9)

Where γeff and seff are defined as:

γeff =
2ne

ng + n+e
γ (5.10)

seff =
2(ng + ne)

n2g
I
Is

(5.11)

The modified definition for seff leads to a modified saturation intensity given by:

Isat,eff =
2(ng + ne)

n2g
Isat (5.12)

These expressions simplify to the expressions for a two level system if ne = ng = 1. The

above framework is general to all multilevel systems, for CaOH in particular the unresolved

hyperfine levels must be taken into account in order to satisfy the assumption that all levels

are driven with the same intensity. For the main cycling transition of CaOH ne = 4 and

ng = 12. If additional vibrational states are coupled to the same excited state, the number
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of ground states must be increased to reflect the additional states. It should be clear that from

these expressions that when compared to an atomic transition, multilevel systems have a sig-

nificantly reduced scattering rate, which corresponds to a lower radiation pressure force. This

reduced scattering rate also leads to reduced damping forces for laser cooling and magneto-

optical trapping.

5.4 Scattering rate measurement

To fully characterize the photon cycling in CaOH, not only do we demonstrate that we can re-

cover population lost to higher order vibrational states but we also want to confirm that we can

cycle photons rapidly. The photon scattering rate controls how quickly one can manipulate

the momentum of a molecular sample. This is particularly significant for laser slowing where

the photon cycling rate defines the required slowing distance. In this section we measure the

scattering rate in two ways. Both tests require knowledge of the molecular beam velocity dis-

tribution, which we have measured as described in section Section 4.7. These measurements

are described below.

5.4.1 Experimental configuration

The first measurement relies on measuring the deflection of the molecular beam due to radi-

ation pressure force. In the interaction region, deflection lasers are applied to impart momen-

tum on the molecular beam, as the beam propagates to the detection region this momentum

is mapped on to the spatial extend of the molecular beam. The cleanup region has minimal

effect on the momentum of the molecular beam, but allows us to apply vibrational repumpers

lasers to optically pump molecules into states that are addressed by the detection light. In the

detection region we image the molecular beam on an emccd camera. To extract an average
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deflection, we fit the beam to a Gaussian distribution and note the fit center. The vibrational

states addressed in the interaction, clean up and detection region are indicated in the experi-

mental configuration diagram in Figure 5.5.
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Figure 5.5: Deflection experimental apparatus.

We calibrate the deflection by measuring the deflection using only the main cycling laser.

Based on the measured Franck-Condon factors [150], this deflection corresponds to scatter-

ing ∼22 photons. The results of this deflection measurement are summarized in Figure 5.6.

The integrated beam profiles are shown on the left with an arrow indicating the direction of

deflection, these profiles have been normalized for comparison. The number of photons scat-

tered in each case as a function of interaction length is shown on the right with a fitted line

corresponding to a scattering rate of 1.5×106 s−1 superimposed on the data. As more photons

are scattered, some molecules are lost to higher vibrational states that are not repumped, this

results in the change in signal to noise seen on the beam profiles.

The second measurement only requires the detection region. We image the laser induced

fluorescence as a function of distance. To ensure a flat laser intensity across the field of view,

we expand the detection laser before aperture it to 12.4 mm x 11.4 mm. As the molecules scat-

ter photons, they are optically pumped into excited vibrational states with branching ratios
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Figure 5.6: (left) Normalized integrated CaOH beam profiles that have been deflected, Arrow indicates
direction of deflection and color indicates the length of interaction with the deflection lasers as shown
in the right panel.(right) Extracted deflection vs interaction distance, fitted line corresponding to a

scattering rate of 1.5×106 s−1 is superimposed on the data.

defined by the Franck-Condon factors. This exponential decay can be observed in the spatial

fluorescence distribution. The length scale of this exponential decay is extracted from a fit to

the data, and in combination with knowledge of the beam velocity the scattering rate can be

extracted. We measured the scattering rate when only the main cycling laser is applied and

when both the main and 1st repumper are applied, the results are shown in Figure 5.7. For this

data the beam velocity is measure to be ∼ 210 m/s, this leads to extracted scattering rates con-

sistent with the deflection measurement of ∼ 1.5×106 s−1.

The resulting scattering rate is a factor of ∼ 6 below the maximum scattering rate expected

for the CaOH system based on the lifetime of the excited Ã state. We attribute this lowered

scattering rate to imperfect remixing of dark states, noting that the measured scattering rate is

consistent to scattering rates achieved in similar diatomic systems [14, 123].
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Figure 5.7: (left) Lasers present in the detection region. (center) EMCCD image of laser induced
fluorescence from CaOH molecules. (right) Integrated fluorescence as a function of distance,

exponential fits are labeled with the extracted scattering rate based on known Franck-Condon factors
[150].
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6
Unexpected vibrational branching and

Franck-Condon factor measurements

In the process of building a photon cycling scheme for CaOH molecules, we determined that

our experimental measurements indicated an unexpected loss of molecules that exceeded es-

timates based on calculations and previous measured Franck-Condon factors [150]. This

was particularly insidious as the magnitude of loss was similar to the experimental error in

many of our measurements. This chapter will present the measurements that indicated an un-

expected loss of molecules, identification of the loss channel, and a mechanism that explains

the loss. Once we had identified the mechanism responsible for the loss, we conducted mea-
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surements of vibrational branching ratios in our photon cycling scheme.

6.1 Evidence for molecular population loss

The evidence that indicated we were experiencing unexpected molecular loss is based on

depletion-revival measurements taken with different repumping lasers. These depletion-revival

measurements are an extension of the work described in Section 5.2, but conducted with

higher order repumpers. In short, there are three experimental sections where lasers interact

with molecular beam. In the first section, molecules cycle photons and are optically pumped

into higher vibrational states. Next, vibrational repumpers are applied to recover lost popula-

tion. Finally, detection lasers are applied and the molecular population is measured. To under-

stand the expected results one must know the expected branching ratios based on measured

and calculated Franck-Condon factors.

6.1.1 Measured and calculated Franck-Condon factors

The Franck-Condon factors of CaOH’s excited Ã(000) and B̃(000) states have been mea-

sured previously with dispersed fluorescence techniques [150]. The data available from these

measurements has a noise floor at ∼ 2×10−3 level. Below this level, we rely on the Sharp-

Rosenstock GF matrix method to calculate Franck-Condon factors for CaOH [167, 210]. Ta-

ble 6.1 summarizes the measured and calculated Franck-Condon factors for the Ã(000) state

and the B̃(000) state of CaOH.
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Table 6.1: Calculated and observed Franck-Condon factors for CaOH from excited electronic states.

Excited State : Ã(000)

Ground State X̃ Calculated FCF1 Calculated VBR Observed VBR [150]
(000) 0.9521 0.9570 0.957 ± 0.002
(100) 0.0459 0.0410 0.043 ± 0.002
(200) 1.8×10−3 1.3×10−3 2 ×10−3
(001) 2×10−5 7×10−6 -
(0200) 3×10−4 3×10−4 3+1−2 × 10−3
(0220) - - -
(0110) - [2×10−4]2 -
(300) 5×10−5 4×10−5 -
(1200) 1.5×10−5 1×10−5 -
(1220) - - -

Excited State : B̃(000)

Ground State X̃ Calculated FCF1 Calculated VBR Observed VBR [150]
(000) 0.9711 0.9742 0.975 ± 0.001
(100) 0.0270 0.0244 0.022 ± 0.001
(200) 1.5×10−4 1.3×10−4 -
(001) 5×10−6 3×10−6 -
(0200) 1.3×10−3 1.2×10−3 -
(0220) - - -
(0110) - - .003 ± 0.001
(300) 2×10−8 5×10−8 -
(1200) 3×10−4 3×10−4 -
(1220) - - -

[1] These calculations use the Sharp-Rosenstock Method [210], which obey the nominal vibrational
angular momentum selection rule (Δl = 0) [137].

[2] Prediction described in Section 6.2.1

6.1.2 Markov chain analysis

The laser cooling scheme proposed for CaOH in Section 2.5.2 and shown again in Figure 6.1

attempts to maximize scattering rate by avoiding, where feasible, Λ-type systems linking mul-
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tiple ground states to the same excited state. As discussed in Section 5.3.2 Λ-type systems

increase the number of ground states and decrease the maximum scattering rate attainable for

the system. As a result, the branching ratios from our laser cooling scheme do not correspond

directly to the vibrational branching ratio from a single electronic state but rather a weighted

combination all excited states used in the laser cooling scheme. In order to model the popula-

tion transfer in this system we use a Markov chain as detailed below.

Beginning with a population vector P⃗0 where each entry represents the population in a vi-

brational state in the X̃ electronic manifold:

P⃗0 =



P(000)

P(100)

P(200)

P(001)

P(0200)

. . .

P(v1vl2v3)



(6.1)

The change in population cause by scattering a photon can be represented with a matrix S

where each column of S (Si) is comprised of the vibrational branching ratios (VBRs) of the ex-

cited state that is coupled to the vibrational state in the ith index. In our example, we will look

at S1 where the X̃(000) state is coupled to the Ã(000) state with the Frank-Condon factors

listed in Table 6.1 using the partial vibrational state map presented in Eq. 6.1:
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S1 =



0.0957

0.043

1.3× 10−3

7× 10−6

3× 10−3

. . .

VBRÃ(000)→X̃(v1vl2v3)



(6.2)

With this formalism the population change from a photon scattering event maps population P⃗0

to P⃗1 by multiplication with matrix S

P⃗1 = SP⃗0 (6.3)

and by extension the effect of n scattering events can be modeled as

P⃗n = SnP⃗0 (6.4)

The columns of S must be sum to 1 to preserve the population in the system. This model can

be modified to include decay pathways outside of the X̃ manifold with additional indices. Ad-

ditionally, if a state is not repumped, the corresponding column of S can reflect how it evolves.

For example, if a state not addressed and the population accumulates in that state, the corre-

sponding column of S is simply a 1 on the diagonal entry and 0’s elsewhere.
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Figure 6.1: Laser cooling Scheme for CaOH

6.1.3 Depletion-revival measurements

The experimental efforts that revealed an additional loss mechanism consist of a series of

depletion-revival tests. In these experiments, molecular population was optically pumped

into higher vibrational states using photon cycling with the main and 1st repumping lasers.

Higher vibrational repumpers were added in the cleanup region to recover this lost population.

A schematic of the experimental setup is shown in Figure 6.2. The data for these measure-

ments was collected by alternating measurements of the unperturbed molecular beam with

measurements of the depleted and revived signal in order to normalize against ablation fluc-

tuations. The data is further complicated by the non-negligible natural population present in

the excited vibrational modes and imperfect optical pumping. Ultimately, interleaving four
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Figure 6.2: Generic depletion-revival experimental configuration.

different experimental conditions allowed us to correct for these complications and extract the

percentage of recovered population. These conditions are indicated below

(A) Only Detection Light

(B) Detection Light and Cleanup Light

(C) Depletion Light and Detection Light

(D) Depletion, Cleanup and Detection light

The population measured in these configurations allows us to extract the population op-

tically pumped into higher vibrational states ((A)-(C)), the natural population of the higher

vibrational states ((B)-(A)) all while normalizing against ablation fluctuations. The reported

quantity, the recovered population percentage is

Recovered Percentage =
(D) - (C) - (B)
(A) - (C)

(6.5)

This recovered population can be compared to the prediction from the Markov chain model

to determine if the branching ratios predicted from Franck-Condon factors are correct. The

first test that indicated we had missing population involved the following laser configuration:
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Depletion

X̃
2
Σ+(000)→ Ã

2
Π1/2(000)

X̃
2
Σ+(100)→ B̃

2
Σ+(000)

Cleanup
X̃
2
Σ+(100)→ B̃

2
Σ+(000)

X̃
2
Σ+(200)→ Ã

2
Π1/2(100)

X̃
2
Σ+(0200)→ Ã

2
Π1/2(100)

Detection
X̃
2
Σ+(000)→ Ã

2
Π1/2(000)

X̃
2
Σ+(100)→ B̃

2
Σ+(000)

The results of this depletion-revival test are presented in Figure 6.3 as a function of laser

power. The clear saturation at ∼ 70% is substantially below the expected Markov limit at 95

%. Some disagreement with the Markov limit was expected as the branching ratio to X̃(0110)

was underestimated in the Markov model. In the Markov model, the branching ratio to X̃(0110)

is a second order process, where molecules decay to X̃(100) and as they are repumped through

the B̃(000) state, they decay to X̃(0110). As described in Section 6.2.1, there would be some

decay directly from the Ã(000) state not accounted for in the Markov model. However, this

was estimated to be a small fraction of the discrepancy in our data.
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Figure 6.3: Incomplete population recovery with (200) and (0200) repumpers.

In order to determine if decay to X̃(0110) was responsible for the missing population, we

identified the X̃
2
Σ+(0110)→ B̃

2
Σ+(000) as described in greater detail in Appendix D. With
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this repumping transition, it was found that 7(1)% of the population was decaying to this state

which left 18% of the population unaccounted for. For reference, this level of missing popu-

lation indicated a branching ratio similar to the branching ratio to the X̃(200) state. Several

hypotheses could explain the loss of population.

• Rotational branching to N=3.

• An issue with repumping through the Ã
2
Π1/2(100) state.

• An issue with repumping through the B̃2Σ+(000) state.

• Vibrational branching to a higher vibrational state.

If we had misidentified the P(N′′ = 1) branch with the Q(N′′ = 1) branch in one of our

repumping transitions, we would expect to see some decay to X̃(000)(N = 3). For this test

we monitored the population of the X̃(000)(N = 3) state, with and without photon cycling.

The results, depicted in Figure 6.4, indicated no significant increase in N=3 population. This

verified that our repumping transitions have all been correctly identified.

Our second hypothesis was that there was an issue repumping through the Ã
2
Π1/2(100)

state. In CaOH, the bending vibrational mode frequency that is approximately 1/2 of the Ca-

O streching mode frequency. In all electronic states this leads to a series of energy levels

that are closely spaced. Vibrational states of the same vibronic symmetry interact via Fermi-

resonances, or avoided crossings between these vibrational states [211]. This has been well

studied in CaOH [212, 146, 213], and the Ã
2
Π1/2(100) state is strongly perturbed by a Fermi-

resonance with the Ã
2
Π1/2(020) state [146]. In fact, the Ã

2
Π1/2(100) state state was chosen

as the electronic state used to repump the X̃(0200) state because the Fermi-resonance leads to

intensity borrowing from the Ã
2
Π1/2(0200) state that results in a stronger repumping transi-

tion. However, when the repumping lasers were tuned to the Ã
2
Π1/2(000) transition directly

repumping the higher vibrational states, we did not see any increase in recovered population.
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Figure 6.4: Testing for population accumulation in the N=3 rotational state of CaOH. The data is
consistent with no buildup due to photon cycling. The increased noise of this signal is related to the
low natural population of N=3. This verifies that our repumping lasers address the rotationally closed

P(N”=1) line

We concluded that the Ã
2
Π1/2(100) was performing as expected. We also eliminated issues

potentially arising from the B̃
2
Σ+(000) state.

We concluded that the unexpected loss was occurring from the Ã
2
Π1/2(000) state and con-

ducted careful depletion-revival tests using only the main and 1st repumper with the lasers

applied as indicated below:

Depletion

X̃
2
Σ+(000)→ Ã

2
Π1/2(000)

Cleanup
X̃
2
Σ+(100)→ B̃

2
Σ+(000)

Detection
X̃
2
Σ+(000)→ Ã

2
Π1/2(000)

X̃
2
Σ+(100)→ B̃

2
Σ+(000)

The results, depicted in Figure 6.5, show the repumped fraction is consistently below the limit

predicted by the Markov analysis. These results support the conclusion that the loss was occur-

ring from the Ã
2
Π1/2(000) state.
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Figure 6.5: Population recovered after cycling photons with only the main X̃
2
Σ+(000)→ Ã

2
Π1/2(000)

transition. The level of experimental error can be inferred by scatter in data points when the recovered
population is saturated.

6.2 Determination of loss pathway and loss mechanism

After spectroscopy to identify higher vibrational states, we conducted a series of tests to de-

termine if any of those states were populated though photon cycling. The results, shown in

Figure 6.6, clearly indicate that the X̃(0220) state was being populated by the photon cycling

process.

6.2.1 Vibrational selection rules

Vibrational branching to the X̃(0220) state in CaOH was unexpected given the selection rules

that apply to vibrational angular momentum and the lack of observations in the literature.

Electronic transitions in CaOH have a nominal selection rule Δl = 0, that originates from the

separation of electronic and vibrational wave functions in the Born-Oppenheimer approxima-

tion [137]. This separation forbids the exchange of electronic angular momentum with vibra-
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Figure 6.6: (left) CaOH X̃(300) state population with and without enhancement due to photon cycling.
No significant enhancement is seen. (right) CaOH X̃(0220) state population with and without

enhancement due to photon cycling. The clear enhancement in population indicates that this channel is
significantly populated by photon cycling. This unexpected branching is consistent with all of the

unexpected loss in our system.

tional angular momentum. However, decay violating this selection rule with Δl = 1 has been

previously observed in CaOH [150] as well as other triatomic molecules (SrOH and BaOH)

[214]. We observe both Ã
2
Π+
1/2(000)→ X̃

2
Σ+(0110), and Ã

2
Π+
1/2(000)→ X̃

2
Σ+(0220) tran-

sitions in CaOH. The mechanism that has been proposed to explain the Δl = 1 transitions is an

interaction between the B̃
2
Σ+(0110) and the Ã

2
Π+
1/2(000) state leading to intensity borrowing.

This mixing is due to a second-order effect combining the Renner-Teller interaction and the

spin-orbit interaction. The Renner-Teller term in the Hamiltonian is given by Eq. 6.6 [215].

HRT = V11
(
Q+e−iθ + Q−e+iθ)+ V22

(
Q2
+e−2iθ + Q2

−e+2iθ
)
+ · · · (6.6)

The first term is the dipolar term which mixes states with Δv2 = ±1, Δl = ±1, ΔΛ = ±1,

and ΔK = ±0, while the second term is the quadrupolar term which mixes states with Δv2 =

±, Δl = ±2, ΔΛ = ±2, and ΔK = ±0. The effect of the dipolar term is described in detail in

appendix C of Ivan’s thesis [167], we will not replicate that derivation here. The decay proba-

bility from Ã
2
Π+
1/2(000)→ X̃

2
Σ+(0110) is estimated by the expression [167]
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P(000)−(0110) ∝
2(⟨Ã|HRT|B̃⟩ ⟨B̃|HSO|Ã⟩)2

(ω2EÃ−B̃)@
(6.7)

P(000)−(0110) ∝
4ΔgLA2SO

w2
2

(6.8)

Where ΔgL = −gk/ω2 [216]. The spectroscopically measured values of gK = 0.594

cm−1, ASO = 66.8 cm−1, and ω2 = 354.4 cm−1 lead to an estimated decay probability of:

P(000)−(0110) ≈ 2.4× 10−4 (6.9)

Which is consistent with experimental observations.

6.2.2 Ã
2
Π+
1/2(000)→ X̃

2
Σ+(0220) decay

The observed decay to the X̃
2
Σ+(0220) state is attributed to direct coupling of the Ã

2
Π+
1/2(000)

state to the Ã
2
Π+
1/2(02

20) state by the quadrupolar term in the Renner-Teller Hamiltonian. The

Q2
± operators act as follows:

⟨v2 + 2, l± 2|Q2
±|v2, l⟩ =

1√
2γ2

√
(v2 ± l+ 2)(v2± l+ 4)

⟨v2, l± 2|Q2
±|v2, l⟩ =

1√
2γ2

√
(v2 ∓ l)(v2± l+ 2)

⟨v2 − 2, l± 2|Q2
±|v2, l⟩ =

1√
2γ2

√
(v2 ∓ l)(v2∓ l− 2)

(6.10)

For these expressions:

γ2 =
2πc
ℏ

ω2 (6.11)
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This operator can only couple states of the same K, within the Ã manifold. Because Λ is a

signed value, it can couple states:

|Λ = ±1, l = 0⟩ ⇐⇒ |Λ = ∓1, l = 2⟩ (6.12)

We need to evaluate V22 to estimate this coupling strength. Using Eq. 2.4.27 from Hirota

[215]:

⟨V22⟩ = ε(1)ω2γ2 (6.13)

The parameter εω2 has been measured spectroscopically in CaOH (εω2 = 36 cm−1), this

term is expected to be dominate by the 1st-order contribution (ε(1)ω2) but other terms may

provide significant corrections. The 2nd-order term can be related to another spectroscopic

parameter as follows:

ε(2)ω2 = −
1
2γ2

1
hc

∑
Σ′,Δ′

(−1)S| ⟨ÃΠ|V11eiθ|Λ′⟩ |2(1+ hcω2
ΔE2 )

ΔE
(6.14)

This summation can also be found in the definition of gK:

gK =
ω2

4γ2
sumΣ′,Δ′

(−1)S| ⟨ÃΠ|V11eiθ|Λ′⟩ |2

ΔE
(6.15)

The B̃ state should dominate this summation due to its proximity to the Ã state.

ε(2)ω2 ≈ −
2gkΔEB̃−Ã

ω2
(6.16)

In CaOH εω2 = -36.26 cm−1 and gK = 0.594 cm−1 [153]1. We estimate that ε(2)ω2 ≈ -6
1Please note that the value of gK in ref. [146] was assigned in error
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cm−1, and ε(1)ω2 ≈ 30 cm−1. Applying 1st-order perturbation theory we find

|Ã(000)⟩ ≈ |Ã(000)⟩+ |Ã(0220)⟩ ⟨Ã(02
20)|HRT|Ã(000)⟩
E020 − E000

≈ |Ã(000)⟩+ |Ã(0220)⟩
√
2(−30 cm−1)

730 cm−1

≈ |Ã(000)⟩ − 0.05 |Ã(0220)⟩

(6.17)

From this work we can conclude that the vibrational branching ratio to the X̃(0220) state is

estimated to be ∼2×10−3, which is an order of magnitude above experimental observations.

6.3 Franck-Condon factor measurements

To extract the number of photons scattered during experiments, we commonly measure the

population remaining after cycling photons which can be related to a photon number by mod-

eling loss with the Franck-Condon factors. By the work described previously in this chapter,

we have found that our calculated Franck-Condon factors are not sufficiently accurate to apply

this technique. Previous measurements [150] were not sensitive to the vibrational decays of in-

terest. This section will describe measurements of the vibrational branching ratios of the laser

cooling scheme proposed in Section 2.5.2 and shown in Figure 6.1.

Two measurements are used to ascertain the vibrational branching ratios of our system.

First, we will perform deflection by applying lasers addressing the X̃
2
Σ+(000)→ Ã

2
Π1/2(000)

and X̃
2
Σ+(000) → B̃

2σ+(000) transitions. We will use the measured deflection to extract

the number of photons scattered. A simultaneous measurement of the depletion of molecular

population allows us to extract the effective vibrational branching ratio (VBR) of this com-

bined system. Secondly, we optically pump molecules into excited vibrational states using the
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same photon cycling scheme and measure the increase in population in each vibrational state

directly. The increase in population in each vibrational state and the population lost to the

states outside the system is proportional to the vibrational branching ratios of this laser cooling

scheme.

6.3.1 Experimental apparatus

CaOH molecules are produced using a cryogenic buffer gas source [88, 179] as depicted in

Figure 6.7 and described in detail in Section 4.7. Hot calcium atoms are produced by laser

ablation of a metallic calcium target inside of a copper cell held at ∼ 2 K while flowing 6 stan-

dard cubic centimeters per minute (SCCM) of helium buffer gas. We simultaneously flow a

small amount (∼ 0.01 SCCM) of methanol vapor into the cell through a thermally isolated

capillary at ∼ 250 K. Methanol molecules react with calcium atoms to produce CaOH. The

CaOH molecules rapidly cool via collisions with the helium buffer gas. This produces CaOH

at densities of ∼ 1010 cm−3 in a single rotational state, as measured by laser absorption in the

cell. The cold CaOH molecules are entrained in the buffer gas flow and extracted from a two-

stage cell into a cryogenic buffer-gas beam (CBGB) with a mean forward velocity of vf ∼150

m/s and a transverse velocity spread of v⊥ ∼20 m/s [88]. The CBGB is collimated by a 3 mm

square aperture located 35.5 cm from the exit of the buffer-gas cell, resulting in a transverse

temperature T⊥ ∼ 10 mK. Collimation allows us to observe the deflection of the molecular

beam and ensure we address all molecules with the applied laser light.

After exiting the aperture, the collimated molecular beam enters the interaction region con-

taining the main and 1st repumping laser. The combined laser light, with a 1
e2 beam diameter

of 12 mm makes between 0 and 3 passes through the interaction region propagating in the

same direction. The main laser cooling light is linearly polarized and polarization is rapidly
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Figure 6.7: Experimental configuration for deflection with X̃
2
Σ+(000)→ Ã

2
Π1/2(000) and

X̃
2
Σ+(000)→ B̃

2
Σ+(000) transitions.

switched using a voltage-variable waveplate (Pockels cell) to destabilize dark states.

Following the interaction region the X̃
2
Σ+(100) → B̃

2
Σ+(000) repumping laser is ap-

plied to recover population to ensure consistent detection efficiency. The momentum im-

parted by the lasers in the interaction region causes the molecular beam to be deflected rel-

ative to an unperturbed beam. The molecules are then excited with lasers addressing the

X̃
2
Σ+(000) → B̃

2
Σ+(000) and X̃

2
Σ+(100) → B̃

2
Σ+(000) transitions. The resulting laser-

induced fluorescence is imaged onto an EMCCD camera. The collection efficiency of the

imaging system is measured to be constant over the region occupied by the molecules. The

resulting image is integrated along the direction of molecule propagation to produce a spatial

beam profile, which we fit to a Gaussian distribution. We parameterize the deflection using

the center of the Gaussian fit. All data is collected with the lasers tuned to resonance.

Vibrational branching ratio to (000) and (100)

The population remaining after deflection can be modeled as follows:
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Pf = Pi(p)n̄ (6.18)

Where n̄ is the number of photons scattered, Pi is the initial molecular population, Pf if the

final molecular population, and p is the vibrational branching ratio of the system. We can ex-

tract the number of photons scattered by the molecules by measuring the deflection when only

the main cycling laser X̃
2
Σ+(000) → Ã

2
Π1/2(000) is applied. The number of photons scat-

tered is modeled as a Bernoulli sequence where the average number of photons scattered by

the main cooling transition is 1
1−p where p is the VBR to the X̃(000) state [126]. From previ-

ous measurements [150], scaled to account for unobserved decay pathways2, we determine

that the the VBR from Ã(000) → X̃(000) = 0.9539(21) corresponding to n̄ = 21.7±1 pho-

tons scattered per molecule when only the X̃(000) state is addressed. The deflection resulting

from 21.7 photons is used to convert the deflection, given by the shift in the center of Gaus-

sian fit, into a number of photons scattered n̄. We simultaneously measure the ratio of initial

population to final population and extract the VBR from the following relation

Log(
Pf

Pi
) = (n̄)(log(p)) (6.19)

Figure 6.8 combines the results of multiple deflection measurements, indicating the vibra-

tional branching ratio of the indicated laser cooling scheme to both the X̃(000) and X̃(100)

states is 0.9968(5).

One systematic error in this measurement is a Doppler shift introduced by the velocity im-

parted during deflection relative to the detection light. This small shift reduces the scattering

rate for highly deflected molecules, reducing the apparent population remaining after manip-

2In ref. [150] the VBRs to X̃(000) and X̃(100) sum to 1, given the known decay to higher vibra-
tional states this is unphysical. We scale the published VBR’s to the measured value determined in this
work to determine the VBR from Ã(000)→ X̃(000). (e.g. 0.957 (.9968) =0.9539(21))
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Figure 6.8: Log(Pf
Pi
) vs Number of Photons scattered. The error in X is dominated by the uncertainty in

photons scattered for the calibration measurement, that is the uncertainty in the VBR from
Ã(000)→ X̃(000). The grey line indicates the results of a linear fit with the dashed lines indicating
uncertainty in the fit. The results indicate the VBR out of the (000) + (100) system to be 0.9968(5).

ulation. We compensate for this effect by multiplying the magnitude of remaining population

by a normalization factor that consists of the ratio between the predicted scattering rate (mod-

eled by Eq. 5.9) and the scattering rate on resonance. Power broadening reduces this effect,

but it remains a significant source of experimental error.

Vibrational branching ratio to (200), (0200), (0220), and (0110)

In order to measure the vibrational branching ratios to higher vibrational states, we measure

the population directly. The photon cycling lasers addressing the X̃
2
Σ+(000) → B̃

2
Σ+(000)

and X̃
2
Σ+(100)→ B̃

2
Σ+(000) transitions are retroreflected between two mirrors for a total of

∼ 12 cm of interaction distance. This interaction length optically pumps nearly all (87.9(7)%)

of the molecular population to higher vibrational states. The measured VBR to the X̃(000)

and X̃(100) states allows us to determine that this level of population loss is consistent with

scattering 660+120−70 photons in the interaction region. By applying different combinations of
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Table 6.2: Summary of optical pumping measurements and vibrational branching ratios to each
vibrational state addressed in this work. The population lost to higher vibrational states is captured by

the heading “other”.

Laser Transitions in
Cleanup Region

Vibrational States
Repumped

Repumped
Fraction (%) VBR

X̃(200)→ Ã(100) X̃(200) 27(2) 9(2)×10−4
X̃(0200)→ Ã(100) X̃(0200) 36(1) 1.3(2)×10−3
X̃(0220)→ Ã(100) X̃(0220) 9(1) 3.1(5)×10−4
X̃(0110)→ B̃(000) X̃(0110) 7(1) 2.4(4)×10−4

X̃(200)→ Ã(100)
X̃(0200)→ Ã(100)
X̃(0220)→ Ã(100)
X̃(0110)→ B̃(000)

X̃(200)
X̃(0200)
X̃(0220)
X̃(0110)

87(1) 0.99955(7)

Other 13(1) 4.5(7)−4

repumping lasers in the clean-up region, we can selectively repump molecules from one or all

of the higher vibrational states of interest. The results of these optical pumping measurements

are shown in Table 6.2.

The decay probability from our photon cycling scheme must be equal to 1. The measured

VBR to X̃(000) and X̃(100) accounts for 0.9968(5). We assign the remaining 3.2(5)×10−3

to the vibrational states in accordance to ratio of their repumped fraction also shown in Ta-

ble 6.2. These measurements are in agreement with previous results in the literature [150], and

we hope to replicate dispersed laser fluorescence measurements in CaOH to confirm these

results. Some of the population is not recovered and we attribute this to loss to higher vibra-

tional states indicated as other.

These measurements were conducted to determine the number of photons scattered during
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application of magneto-optical forces as described in the next chapter. These measurements

indicate that the laser cooling scheme presented in Figure 6.1 will allow 2200+400−300 photons

to be scattered per molecules. Calculations of Franck-Condon factors indicate that the next

vibrational states that will require repumping will be X̃(300), X̃(1200), and X̃(0220) states.

The transitions X̃(300) → Ã(100), X̃(1200) → Ã(100), and X̃(1220) → Ã(100) have all

been found (see Appendix D). Predictions estimate the addition of those three repumpers, will

allow for a photon budget in excess of 10,000 photons which will enable optical slowing and a

robust MOT of CaOH.
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7
1D Magneto-optical trapping of CaOH

In this chapter, we demonstrate radio frequency (RF) magneto-optical (MO) cooling and com-

pression (1D MOT) of a beam of the polyatomic molecule 40Ca16OH, which is an archetypal

example of the broader class of MOR molecules. In doing so, we realize a cycling scheme ca-

pable of scattering ∼ 103 photons. We characterize the MO forces applied here by extracting

force constants and damping rates. A concomitant on-axis increase in molecular density is ob-

served. This demonstration of MO cooling establishes a route towards “deep” laser cooling

(10-100 μK) and optical trapping for numerous species of polyatomic molecules. This chapter

will describe the operational principles of a MOT, the complications that arise in molecular

systems, and present the first instance where magneto-optical forces are applied to polyatomic

molecules.
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7.1 MOT operation
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Figure 7.1: Schematic illustration of the setup and working principles of a magneto-optical trap. The
magnitude of the magnetic field ( B(r) ) increases away from a field minimum located at r=0. The
counter propagating lasers are detuned by δ as illustrated on the energy diagram above. These lasers
become resonant if a particle has a sufficient Doppler shift, or if the magnetic field Zeeman shifts the

particles onto resonance.

A magneto-optical trap (MOT) is a powerful tool used ubiquitously in atomic physics that

combines a spatially varying magnetic field and 3 orthogonal pairs of counter-propagating

laser beams to provide both a cooling and trapping force [217]. A quadrupole magnetic field

is created by a pair of anti-Helmholtz coils. The magnetic field induces an increasing Zee-

man shift as particles move away from the trap center and, with the correct choice of polariza-

tion, the orthogonal laser beams will preferentially scatter photons providing a restoring force.

This is shown for the simple case of a J=0 to J=1 transitions illustrated in Figure 7.1. Near the

trap center, the magnetic field splits the excited state into three magnetic sublevels with mJ =

−1, 0, + 1, while the ground state is unaffected. Red-detuned counter-propagating lasers

with opposite polarizations, σ+ and σ−, are applied. Due to angular momentum conservation,
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σ+ light only couples states from mJ
′′ = 0 ⇐⇒ mJ

′ = 1 while σ− light only couples states

from mJ
′′ = 0 ⇐⇒ mJ

′ = −1. This ensures that with an appropriate choice of polarizations,

any particle that is located away from the trap center scatters photons preferentially from the

laser beam that propagates towards the trap center,and thus the particle experiences a restor-

ing force. In tandem, the Doppler shift causes a particle with a non-zero velocity to scatter

photons from a counter propagating laser leading to a damping force.

The combination of these two effects gives rise to a force profile described by the following

expression for FMOT that is derived from the scattering force [209]:

Fscattering(δ) = ℏk
γeff
2

seff
1+ seff + 4(δ/γ)2

(7.1)

The scattering force is applied from both directions and is a function of effective detuning

δ = w− kv− (w0 + Βz) where v is the velocity of the particle and z is the displacement from

the center of the MOT.

FMOT = Fscattering(w− kv− (w0 + βz))− Fscattering(w+ kv− (w0 − βz)) (7.2)

This force is commonly linearized and parametrized as follows

FMOT ≈ −αv−
αΒ
k
z (7.3)

α is an effective damping constant and β is a Zeeman shift. These parameters are defined as

follows [209]

α =
−8ℏk2sδ

γ(1+ s+ 4δ2
γ2 )

(7.4)
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β =
gμB
ℏ

dB
dz

(7.5)

The capture velocity of a MOT is dependant on the rate at which a particle may scatter pho-

tons and the diameter (D) of the laser beams. This gives an estimate of how much kinetic en-

ergy may be removed as a particle traverses the trap [209].

1
2
mv2c =

ℏkγ
2

D (7.6)

vc =
√

ℏkγD
m

(7.7)

We have measured the scattering rate in CaOH to be γ ∼2 MHz. Assuming 1 cm laser

beams, the estimated maximum capture velocity of a MOT is 6 m/s.

As particles are trapped in a MOT, they are subject to a cooling force that saturates when

it matches the random walk in velocity caused by emitting photons in the presence of cooling

light. This is known as the Doppler limit which is given in Eq. 7.8 [209].

TD =
ℏΓ
kB

(7.8)

where Γ is the scattering rate of the cooling light. Given the parameters of CaOH we antici-

pate a Doppler temperature of ∼150 μK.

7.1.1 Type I vs Type II MOT

Type I and type II MOTs, schematically depicted in Figure 7.2, distinguish MOTs based on the

angular momentum structure used for the photon cycling transition. The J”=0 to J’=1 MOT
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described in the previous section is a type I MOT, which is typical of atomic MOTs. In molec-

ular systems, to ensure rotational closure, photon cycling transitions have an inverted angular

momentum structure (J”= J ’+1), resulting in more ground states then excited state. A MOT

made this type of transition is known as a type II MOT. For any polarization scheme there

exist ground states that are dark to the excitation light. If nothing is done to destabilize these

dark states, all of the molecular population rapidly accumulates in these dark states and is no

longer subjected to the MOT force [218].

One solution, used in diatomic species [21, 203, 23], is to simultaneously switch both the

laser polarization and the sign of the magnetic field gradient during cooling, which evolves

magnetic dark states into bright states. This technique is known as an RF or AC MOT. This

switching must occur at frequencies similar to the scattering rate in order to be effective.
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1
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σ+ σ-

-1
0
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1 0 1
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Figure 7.2: Schematic illustration of type I and type II MOT angular momentum structures. Note the
existence of “dark states” in the type II mot configuration which do not couple to the excitation light.
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7.2 Photon cycling scheme in CaOH

Effective MO cooling and compression requires scattering many photons without losing popu-

lation to states that do not couple to the laser light (“dark states”). Establishing such a cycling

transition in molecules requires closing both vibrational and rotational degrees of freedom, as

depicted in Figure 7.3. Vibrational decay is not governed by rigorous selection rules but in-

stead by wavefunction overlap, which is quantified by Franck-Condon factors (FCFs). CaOH

is an example of a broad class of polyatomic molecules that have been identified as promis-

ing candidates for laser cooling due to their diagonal FCFs and strong electronic transitions

[18, 150]. The main laser cooling transition in CaOH is the X̃
2
Σ+(000) → Ã

2
Π1/2(000) tran-

sition with a natural linewidth of 2π × 6.4 MHz at 626 nm [178]. The highly diagonal FCFs

of the Ã
2
Π1/2(000) state suppress spontaneous decay to higher vibrational states during a sin-

gle scattering event; nonetheless, significant optical pumping into excited vibrational states

can occur when many photons are scattered. CaOH has three vibrational modes: a symmetric

stretch, a doubly degenerate bend, and an antisymmetric stretch. These vibrational modes are

labeled with four quantum numbers (v1, v2l, v3), where v1, v2, and v3 indicate the number of

quanta in the symmetric stretching mode, the bending mode, and the antisymmetric stretching

mode, respectively. l labels the nuclear orbital angular momentum in the bending mode and

takes values of l = −v2,−v2 + 2, ..., v2 [137]. Five repumping lasers, listed in Table 7.1,

are used to establish a quasi-closed cycling scheme and recover population in these states, as

depicted in Figure 7.3. Branching ratios within this cycling scheme are reported in Chapter 6.
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(000)

(100)

Figure 7.3: (a) Laser cooling scheme for CaOH. The vibrational structure depicted here indicates all
levels that are addressed with lasers in order to limit the branching ratio to other vibrational states to
4.5× 10−4. (b) Rotational structure of CaOH illustrating the 52 MHz spin-rotation splitting in the

electronic ground state as well as the unresolved hyperfine structure (1.5 MHz and 7 kHz in the J ′′ = 3
2

and J ′′ = 1
2 states respectively [142]). The X̃

2
Σ+(v′′1 v′′2 v′′3 )→ Ã

2
Π1/2(v′1v′2v′3) P1(J ′′ = 3

2 ) and
PQ12(J ′′ = 1

2 ) rotationally closed transitions are shown [126]. The parity of the ground states is
indicated by the sign to the right of the N′′ value while the parity of the excited states is indicated to the
right of the J ′ value. The rotational structure of the B̃

2
Σ+(000) state is analogous to that of the X̃

2
Σ+

states and is not pictured. Rotational closure on repumping lines through this state is achieved by
driving P1(J ′′ = 3

2 ) and
PQ12(J ′′ = 1

2 ) transitions to the B̃
2
Σ+(N′ = 0, J ′ = 1

2 ,+) state. The level
diagrams are not to scale.
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Table 7.1: Optical transitions and corresponding wavelengths driven to form a quasi-closed cycling
transition in CaOH. The X̃

2
Σ+(000)→ Ã

2
Π1/2(000) transition is the main cooling line while the other

five frequencies correspond to vibrational repumping lasers.

Transition Wavelength (nm)

X̃
2
Σ+(000) → Ã

2
Π1/2(000) 626.4

X̃
2
Σ+(100) → B̃

2
Σ+(000) 574.3

X̃
2
Σ+(200) → Ã

2
Π1/2(100) 650.4

X̃
2
Σ+(0200) → Ã

2
Π1/2(100) 629.0

X̃
2
Σ+(0220) → Ã

2
Π1/2(100) 630.0

X̃
2
Σ+(0110) → B̃

2
Σ+(000) 566.0

Notably, both the X̃
2
Σ+(0110) and X̃

2
Σ+(0220) states need to be repumped. As discussed

in Section 6.2.1 Decays to these states are nominally forbidden by an approximate Δl = 0

selection rule that originates from the separation of electronic and vibrational degrees of

freedom in the Born-Oppenheimer approximation. The breakdown of this selection rule has

been observed previously for Δl = 1 transitions in CaOH (and other similar systems) and

is attributed to a second order process involving Renner-Teller mixing and spin-orbit cou-

pling leading to intensity borrowing via the B̃
2
Σ+(0110) state [214, 150, 215]. Decay to the

X̃
2
Σ+(0220) stateis attributed to a similar mechanism that relies on the mixing of vibrational

states within the Ã
2
Π1/2 manifold (see Section 6.2.1). The previous chapter details our mea-

surement of the branching ratio out of this cycling scheme to be 4.5(7) × 10−4, which is pre-

dicted to be dominated by decay to the X̃
2
Σ+(1200), X̃

2
Σ+(1220), and X̃

2
Σ+(300) vibrational

states.

To avoid populating rotational dark states, each laser beam (main and all repumpers) con-
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tains two frequency components separated by the spin-rotation (SR) splitting of 52 MHz1

depicted in Figure 7.3 (b). The hyperfine splitting is below the natural linewidth of the main

cooling transition and does not require additional frequency sidebands [142]. This type of

transition (J → J ′ = J − 1) causes rapid optical pumping into magnetic dark states, sig-

nificantly reducing the cooling and confining forces in molecular MOTs [218]. We address

this by simultaneously switching both the laser polarization and the sign of the magnetic field

gradient during cooling, which evolves magnetic dark states into bright states, as previously

demonstrated in diatomic systems [21, 203, 23].

7.3 CaOH Zeeman structure

Because the Landé g-factor of the Ã
2
Π1/2(J ′ = 1

2) state in CaOH, g
(A)
J ≈ −0.021, is more

than an order of magnitude smaller than the g-factors of the X̃2
Σ+(J ′′ = 1

2 ,
3
2) states, we rely

on the Zeeman shift of the lower states to apply significant magneto-optical forces. The Zee-

man structure of both electronic states is shown in Figure 7.4. We label states in the |J,mJ⟩

basis as hyperfine structure is significantly mixed at very small fields, making mJ a good quan-

tum number. At low fields ≲ 5 G the Zeeman shifts in the ground state are approximately

linear with g-factors g(X)J=1/2 = −2/3 and g(X)J=3/2 = +2/3, but deviate from linearity at

fields ≳ 10 G due to the relatively small spin-rotation splitting of 52 MHz. Because the lower

(J ′′ = 1/2) manifold has a negative g-factor while the upper (J ′′ = 3/2) manifold has a

positive g-factor, the laser polarizations used to apply MO restoring forces have opposite hand-

edness for the two manifolds, as depicted in Fig 7.4. The J → J − 1 nature of this transition

leads to rapid optical pumping of population into magnetic dark states. As described in the

152 MHz is the SR splitting in states without vibrational angular momentum. For X̃
2
Σ+(0110) the

SR splitting is only 26 MHz as described in Appendix D. In X̃
2
Σ+(0220) only the J=3/2 SR component

of the state is populated during photon cycling thus no SR is required.
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main text, we remix these dark states by switching the sign of the magnetic field in conjunc-

tion with the handedness of the polarization. This switching occurs at ∼ 106 s−1 which is on

the order of our scattering rate.
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Figure 7.4: Plot of the calculated Zeeman shift of the ground and excited states of CaOH. The much
smaller g-factor in the excited state is accentuated by the identical scale of the top and bottom panels.

7.4 Experimental apparatus

CaOH molecules are produced using a cryogenic buffer gas source [88, 179] as depicted in

Figure 7.5. Hot calcium atoms are produced by laser ablation of a metallic calcium target

inside of a copper cell held at ∼ 2 K while flowing 6 standard cubic centimeters per minute
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Figure 7.5: A rendering of the experimental apparatus. On the far left is the two-stage buffer-gas beam
source, depicted in cut-away view for clarity. 35.5 cm from the exit of the buffer-gas cell, the molecular

beam is collimated by a 3 mm square beam aperture. 39 cm from the cell, the molecules enter the
interaction region where they are addressed with light from the main MO cooling beams in the vertical
direction. Co-propagating vertically are the (100), (200) and (0200) repumping lasers. The (0220) and
(0110) repumping light is multipassed in the horizontal direction and extends beyond the MO region. A

separate vertically multipassed region containing (100) and (0200) repumping light lies after the
magnetic field coils and serves to recover population from excited vibrational states. Finally, the

molecules encounter a detection beam of smaller cross-section than the cooling and repumping light,
and the resulting laser-induced fluorescence is collected and imaged onto an EMCCD.

(SCCM) of helium buffer gas. We simultaneously flow a small amount (∼ 0.01 SCCM) of

methanol vapor into the cell through a thermally isolated capillary at ∼ 250 K. Methanol

molecules react with calcium atoms to produce CaOH. The CaOH molecules rapidly cool

via collisions with the helium buffer gas. This produces CaOH at densities of ∼ 1010 cm−3 in

a single rotational state, as measured by laser absorption in the cell. The cold CaOH molecules

are entrained in the buffer gas flow and extracted from a two-stage cell into a cryogenic buffer-

gas beam (CBGB) with a mean forward velocity of vf ∼100 m/s and a transverse velocity

spread of v⊥ ∼20 m/s [88]. The CBGB is collimated by a 3 mm square aperture located 35.5

cm from the exit of the buffer-gas cell, resulting in a transverse temperature T⊥ ∼ 8.4 mK.

After exiting the aperture, the collimated molecular beam enters the interaction region con-
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taining six distinct wavelengths of light (main plus five repumpers). The combined laser light,

with a beam diameter of 25 mm, makes 5 round trip passes through the interaction region as

well as through a pair of λ/4 waveplates for 12.5 cm of total interaction length. The main laser

cooling light is circularly polarized and retroreflected in a σ+− σ− configuration. The handed-

ness of the polarization is rapidly switched using a voltage-variable waveplate (Pockels cell).

A quadrupole magnetic field is generated with a pair of in-vacuum anti-Helmholtz coils and si-

nusoidally driven at the same frequency as the laser polarization switching with a controllable

phase offset.

Following the interaction region, where MO cooling and compression take place, repump-

ing lasers are applied to recover population from excited vibrational states. The molecules

expand ballistically while propagating to the detection region, mapping the momentum dis-

tribution onto the spatial extent of the molecular beam. The molecules are then excited with

lasers addressing the X̃
2
Σ+(000) → B̃

2
Σ+(000) and X̃

2
Σ+(100) → B̃

2
Σ+(000) lines with

the resulting laser-induced fluorescence imaged onto an EMCCD camera. The collection ef-

ficiency of the imaging system is measured to be constant over the region occupied by the

molecules. The resulting image is integrated along the direction of molecule propagation to

produce a spatial beam profile, which we fit to a Gaussian distribution. We parameterize the

width of the molecular beam by the standard deviation of the Gaussian fit. MO cooling and

compression are seen as a narrowing of this width, as shown in Figure 7.6. The main cooling

laser intensity was 1.6 mW/cm2 for the data in Figure 7.6 and 3.3 mW/cm2 for the data in Fig-

ure 7.8. All data were collected with an RF switching frequency of 530 kHz, a detuning of -7

MHz, and an RF voltage applied to the coils corresponding to a root-mean-square magnetic

field gradient of 17 Gauss/cm.

The RF magnetic field is generated by a pair of in-vacuum coils. These coils consist of

8 turns of copper with dimensions 21 mm × 164 mm directly bonded to an aluminum ni-
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tride substrate for thermal stability. The coils are mounted with a spacing of 23 mm. These

coils are connected to independent resonant circuits outside the vacuum chamber which are

driven by two radio frequency amplifiers. The inductance of the coils themselves is ∼ 15 μH.

The resonant tank circuits are designed to maximize the transfer of RF power from the ampli-

fiers to the coils. They consist of two vacuum variable, high power capacitors (150-1500 pF,

4 kV and 70-1600 pF, 3 kV) in parallel with high power ceramic capacitors. One of the ca-

pacitors (CT) is used to tune the resonance frequency while the other (CM) is tuned to achieve

impedance matching with the amplifier. For operation at 530 kHz, the nominal values of the

capacitances are CM ≈ 1000 pF and CT ≈ 6000 pF. We employ fast electro-mechanical relays

in order to switch the field on and off in ∼ 10 ms while withstanding high RF powers.

The magnitude and phase of the current through the MOT coils is monitored in situ by AC

current probes. Under typical conditions the coils are driven at 530 kHz with Irms = 9.6 A that

corresponds to a magnetic field gradient of Brms = 17 Gauss/cm. These coils are operated at a

duty cycle of 10% to avoid heating and subsequent outgassing as seen in similar experiments

[14].

7.5 Results

Figure 7.7 shows the width of the molecular beam as a function of applied main cooling laser

intensity. The effect of the magneto-optical forces saturates at approximately 1.6 mW/cm2.

We attribute the saturation to a combination of sub-Doppler heating and overfocusing of the

molecular beam. At higher laser intensities the observed molecular beam width does not de-

crease further while the photon scattering rate nonetheless increases, resulting in a loss of

population to unaddressed vibrational states. These two competing effects lead to a maximum

enhancement of on-axis beam brightness at a laser intensity of 1.6 mW/cm2.
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Figure 7.6: Raw images of the molecular beam taken for (a) unperturbed CaOH molecules and (b) under
1D MOT conditions. The molecular beam propagates from left to right in these images, while the

cooling and detection light propagates in the vertical direction. (c) Horizontally integrated molecular
beam profiles indicating cooling and on-axis density enhancement. Solid lines are fits to a Gaussian
profile. These beam profiles have not been rescaled. The area of the MO compression trace is 78% of
the unperturbed beam. Using the measured branching ratio out of our photon cycling scheme, this

corresponds to ∼ 550 photons scattered. At this laser intensity, on-axis beam brightness is optimized.
At higher intensities, we observe saturation of the cooling and compression effects, while the

concomitant additional photon scattering leads to population loss to unaddressed vibrational states.

In order to differentiate Doppler and MO effects, we scan the phase of the polarization

switching relative to the magnetic field gradient switching, as shown in Figure 7.8. The great-

est compression of the beam occurs at a phase of 0 degrees and corresponds to the MOT con-

figuration, while at a phase of 180 degrees we see expansion of the beam, corresponding to

the anti-MOT. The observed phase dependence is a clear signature of the application of MO

forces in addition to the effects of Doppler cooling alone, represented by the gray shaded re-

gion in the figure. By measuring the loss of molecules to vibrational dark states as a function

of cooling light intensity and by comparing to the known branching ratios of repumped vibra-

tional levels, we are able to determine the number of photons scattered by the cooling process.

We find that we can scatter up to 920+170−120 photons during the cooling process, limited primar-
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Figure 7.7: Molecular beam width vs. power for the 1D MOT configuration. The main cooling laser
was detuned -7 MHz and all repumping lasers were on resonance.

ily by interaction time.

As a means of characterizing our system we use a Monte Carlo simulation to model molec-

ular propagation and cooling dynamics. We model the Doppler cooling and magneto-optical

forces in our system using a rate-equation model similar to that described in [203]. As shown

in [30], for a generic molecule with Ng ground states coupled to Ne excited states, and under

the assumption that all excited states undergo spontaneous decay at the same rate Γ, the scat-

tering rate can be expressed as

Rsc = Γ
Ne

(Ng + Ne) + 2
∑Ng

j=1(1+ 4Δ2
j /Γ2)Isat,j/Ij

(7.9)
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Figure 7.8: Molecular beam width as a function of phase offset (φ) between the polarization switching
of cooling light and the oscillating magnetic field (see inset). The dashed black line indicates the width
of the unperturbed beam, the shaded grey region indicates the measured width and associated error of
the Doppler cooled beam without an applied magnetic field, and the shaded purple region indicates

Monte Carlo simulation results for the full MO configuration. Clear compression at 0 phase
corresponds to the MOT configuration, where the laser polarization provides a spatially confining force.
At 180 degrees there is expansion of the beam, corresponding to the anti-MOT configuration. The main
cooling light is detuned -7 MHz from resonance while all repumping lasers remain resonant. Error bars

represent one standard deviation of the fitted Gaussian beam width.

where the sum is over all ground states j, Ij is the laser intensity addressing the jth state, Δj

is its detuning, and Isat,j = πhcΓ/(3λ3j ) is the corresponding two-level saturation intensity.

Here h is the Planck constant, c is the speed of light, and λj is the wavelength of the jth transi-

tion. In the case of CaOH, the X̃
2
Σ+(000) ground state has Ng = 12 hyperfine components

and the Ã
2
Π1/2(000) excited state has Ne = 4 hyperfine states, Γ = 2π × 6.4 MHz, and

λ = 626 nm.

We further simplify this model by noting that all saturation intensities are approximately

equal, Isat,j ≡ Isat = πhcΓ/(3λ3), and that all transitions are equally detuned, Δj ≡ Δ. This

latter condition arises because the two SR components in the ground state are individually ad-

dressed by splitting the laser into two frequencies with an acousto-optic modulator (AOM),
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and the laser is then globally detuned from resonance. The hyperfine splitting is small enough

to be ignored at this level of approximation. Under these additional assumptions, the scatter-

ing rate due to a single laser simplifies to an effective two-level expression,

Rsc(Δ) =
Γeff
2

seff
1+ s′eff + 4Δ2/Γ2

(7.10)

where

Γeff =
2Ne

Ng + Ne
Γ (7.11)

is the effective scattering rate and

seff =
Ng + Ne

2Isat
(
N(1/2)
g

I1/2
+

N(3/2)
g

I3/2
)−1

≈
Ng + Ne

2Ng

(I/2)
Isat

(7.12)

is the effective saturation parameter. Here we assume that the total laser intensity addressing

all N(1/2)
g = 4 states in the J ′′ = 1/2 ground-state manifold is I1/2, and light with intensity

I3/2 addresses the J ′′ = 3/2 manifold with N(3/2)
g = 8 states 52 MHz away. Because of this

large frequency separation, there is no cross talk between the two spin-rotation components.

The approximation in Eq. 7.12 assumes the total laser intensity I is balanced between the two

SR components and bears out the intuition that each state should be approximately resonant

with half the total laser intensity in this case. The quantity s′eff ≡ I′/Isat in the denominator of

Eq. 7.10 reflects the total intensity I′ > I of all cooling lasers and is included to account for

saturation effects. In an n-dimensional cooling scheme s′eff would equal 2nseff.

We implement a Monte Carlo simulation of the MO forces in our CaOH beam by propa-
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gating ∼ 104 molecules though a force field defined by the standard 1D expression FMO =

ℏk[Rsc(Δ1) − Rsc(Δ2)], where k = 2π/λ and the detunings Δ1,2 account for laser detuning δ0

as well as Doppler and Zeeman shifts. The Zeeman shifts, in particular, are given by μeffA′r/ℏ,

where r is the radial distance from the magnetic field origin, A′ = (2
√
2/π)Arms cosφ is the

time-averaged magnetic field gradient, Arms is the sinusoidal rms gradient applied in the ex-

periment, and φ is the phase offset between the oscillating gradient and laser polarization. μeff

is the effective transition magnetic moment averaged over all 12 ground states (the excited

state has negligible Zeeman shift); we estimate it as μeff ≈ μB/2 by solving multi-level rate

equations [218] for the steady-state population of each ground state. To account for the radial

symmetry of the field gradient we project the polarization of each cooling laser onto the lo-

cal quantization axis of every molecule and treat σ−, π, and σ+ polarization components as

driving effective transitions with negative, zero, and positive magnetic moment, respectively.

The spatial and velocity distribution of the molecules incident on the cooling region is de-

termined by initializing ∼ 106 molecules with a Gaussian spatial distribution of radial extent

σr ∼ 8mm and transverse temperature T ∼ 1K at the output of the buffer gas cell. They bal-

listically propagate with Gaussian forward velocity distribution vf ∼ 100 ± 35 m/s through

the 3x3 mm beam aperture 35.5 mm downstream, after which only ∼ 0.1% of the molecules

remain, with a transverse temperature T ∼ 8.4mK. Cooling forces are applied over a 12.5 cm

length by five spatially separated, 25 mm diameter laser beams with uniform intensity. After

cooling, the molecules ballistically propagate to the detection region, where their transverse

spatial and velocity distributions are fit to Gaussians to extract beam width and temperature.

In order to fit the simulation to our data, we scale the overall MO force by making the re-

placement Γeff → Γ′eff ≡ ζΓeff in the above equations, and we also take μeff as a fit parameter.

All other constants are held fixed at the values used in the experiment. For optimal experimen-

tal parameters of I = 1.6 mW/cm2, δ0 = −7 MHz, and Arms = 17 G/cm, we find that our
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simulation fits the data when ζ ≈ 0.21 and μeff ≈ 0.53μB. This value of μeff is in line with

that predicted from multi-level rate equations as described above, and suggests that our spa-

tial MO forces are approximately optimal. The factor of ∼ 5 reduction in overall cooling rate

parametrized by ζ , meanwhile, is in line with similar imperfections previously quoted for a

MOT of diatomic molecules [23, 202, 21, 205].

To extract the damping rate and MO oscillation frequency we linearize the applied force

to find FMO ≈ −αv − κr, where v and r are the velocity and position of the molecules with

respect to the magnetic field origin and the force constants are

α = −
8ℏk2seffΓ′effδ0

Γ2(1+ s′eff + 4δ20/Γ2)2
(7.13)

κ =
μeffA′α
ℏk

=
2
√
2

π
μeffArmsα

ℏk
cosφ (7.14)

where δ0 is the cooling laser detuning. Substituting the results of the fit described above yields

a damping constant β = α/m ≈ 400 s−1 and a MO frequency ω =
√

κ/m ≈ 2π × 90 Hz, as

quoted in the main text. Here m is the mass of CaOH.

To estimate the capture velocity of a 3D MOT we use the full MO force profile described

above with ζ and μeff fit to our data and use the same experimental parameters as in the fit.

From this force profile, we numerically integrate the 1D equations of motion for a single

molecule entering the 3D MOT along the molecular beam axis with variable initial veloc-

ity. The capture velocity is determined by finding the maximum initial velocity at which the

molecular trajectory turns around (i.e. reaches negative forward velocity) before exiting the

MOT volume defined by the cooling beams. We assume a 3D MOT beam diameter of 20 mm

and uniform intensity. This results in an estimated on-axis capture velocity of ≲ 7 m/s. Monte

Carlo simulations performed in other work [147] suggest that this value will be reduced by a

factor of ∼ 2 when averaged over all molecules, which in general enter the 3D MOT away
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from the central axis and experience different magnetic field and laser intensity profiles.

By fitting the final velocity distribution of the molecular cloud after propagation through

the simulated cooling region, we extract transverse beam temperatures. After Doppler cooling

alone we find T = 3.1(1) mK (from an initial temperature of T = 8.4(2) mK); with MO cooling

and compression the temperature is further reduced to T = 1.4(1) mK. The simulated MOT

force is then used to extract an on-axis capture velocity of ∼ 7 m/s for a 3D MOT of CaOH,

which is similar to that measured in diatomic molecules [108].
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8
Outlook and future work

The recent progress and development of new platforms using laser cooled diatomic molecules

to load magnetic traps [101, 100] and optical tweezers [72] serve as a roadmap of the tech-

niques that may be applied to CaOH. Ultimately, the scientific goals of this work are to study

the fundamental collisional properties of CaOH or develop a quantum simulation platform

using laser-cooled polyatomic molecules to study unconventional quantum behavior [63] or

implement a quantum computation platform using molecular qubits [71]. Progress towards

these scientific goals necessitates the cooling and phase-space compression given by the real-

ization of a full 3D MOT.

The work described in Chapter 7, enabled us to predict the capture velocity of a 3D MOT

of CaOH to be ∼7 m/s. The velocity profile of the molecular beam in Section 4.7 has a mean
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forward velocity of ∼100 m/s and a slow tail that extends to ∼50m/s, indicating that slowing

must be applied in order to load a 3D MOT. A variety of slowing techniques have been pro-

posed for molecules using combinations of electric and magnetic fields (e.g. modified Zeeman

slower [121], optical Stark deceleration [219] , Zeeman deceleration [220], moving magnetic

traps [117], whitelight slowing [123], chirped slowing [125], Zeeman-Sisyphus [120], and

cryofuge [119]). The simplest technique to implement, whitelight slowing, uses radiation pres-

sure force to decelerate molecules and is described below.

8.1 Whitelight slowing

Whitelight slowing uses an overdriven electro-optic modulator (EOM) to broaden a single

frequency laser to address the molecular sub-structure (hyperfine and spin-rotation) and the

change in Doppler shift as molecules are slowed to rest. The frequency of the EOM is chosen

such that adjacent sidebands are spaced by less than the natural linewidth of the optical tran-

sition (2π×6.25 MHz for CaOH). All optical frequencies used in the photon cycling scheme

must be similarly broadened to prevent loss to dark vibrational states. The width of the fre-

quency broadening determines the maximum velocity class that will be effectively slowed by

this technique; however, additional broadening lowers the available laser intensity per unit

frequency which reduces the scattering rate and lowers the deceleration of the molecules.
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Figure 8.1: Frequency broadening of the whitelight EOM, under no drive (top), -16 dBM drive power
(center), and -5 dBM drive power (bottom). The sidebands are spaced by 6.6 MHz for this

configuration. adjusting the resonance condition to lower frequencies may be required for optimal
whitelight slowing.

Figure 8.1 shows the spectrum of frequency sidebands produced by the overdriven EOM

at several drive powers. The EOM crystal is Mg doped lithium niobate with dimensions of
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1 mm x 1 mm x 6 cm, with two sides coated with Au and Cu electrodes to make electrical

connections and apply a uniform electric field. In order to achieve high voltages to increase

the modulation depth, this EOM is incorporated into a tunable resonant circuit with a Q =

250 at 6.53 MHZ. Operation at lower frequencies reduces the Q of the circuit (Q = 80 at 3.17

MHz).

Given a distribution of molecules with the velocity profile measured in Section 4.7, we

must scatter ∼104 photons to bring molecules at the peak of the velocity distribution to rest.

The laser cooling scheme implemented to demonstrate a 1D magneto-optical trap allows scat-

tering 2200+400−300 photons with
1
e molecules remaining. Additional repumping lasers are re-

quired to increase the photon budget. GF matrix calculations employing the Sharp-Rosenstock

approach [167, 210], are used to estimate higher order Franck-Condon factors. These calcula-

tions indicate that the next most significant vibrational decays occur to the X̃(300), X̃(1200),

and X̃(1220) states. The hybrid X̃(1200) and X̃(1220) states have not been observed in the

literature, and are highly perturbed by Fermi resonances with nearby vibrational states with

the same symmetry. This pertrubation complicates spectroscopy and increases the vibrational

branching to these states. Nevertheless, we have identified the repumping transitions that will

enable us to recover molecular population lost to these vibrational states (see Appendix D for

details). The laser cooling scheme proposed in Figure 8.2 is predicted to be closed to 10−5

level extending the photon budget to allow both laser slowing and the observation of a 3D

MOT of CaOH molecules.
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Figure 8.2: Proposed slowing and 3D MOT photon cycling scheme for CaOH. All transitions have been
identified. The vibrational branching ratio out of this scheme is predicted to be on the order of 10−5.

8.2 Detecting a 3D MOT

Extending our one dimensional results to a full 3D MOT should be a straightforward process

provided sufficient numbers of molecules are effectively slowed below the capture velocity.

The approach is to replicate the rf-MOT coil design used to trap CaF molecules [14]. Previous

experience within the Doyle group, and the wider community, indicates that scattered light
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is likely to obscure the signal from trapped molecules. As a result, we are taking a series of

significant steps to reduce background scattered light. We have had the inside of our MOT

chamber optically blackened with Acktar Magic Black to reduce scattered light as depicted in

Figure 8.3.

Figure 8.3: (left) Image of the Acktar Magic black coated vacuum chamber. (right) Machine drawing of
the blackened vacuum chamber with blackened copper tubes and razor edge baffles.

In addition, custom antireflection coated vacuum windows are in production as the bulk

of scattered light results from stray reflections off of the windows as well as diffuse scatter

from contaminants or defects on the window surfaces. These windows replicate the design

described in chapter 5 of ref. [14]. Copper tubes, with black cupric oxide surfaces [221] com-

bined with razor-edge baffles, will also be implemented to further reduce scattered light. The

in-vacuum rf-MOT coils will also be blackened with a vacuum compatible commercial paint

(MH2200 paint from Alion formerly ECP2200 [222]). These techniques should be sufficient

to detect and optimize a MOT of CaOH.
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8.3 Methods to increase beam brightness

While not critical to the future work suggested above, increasing molecular beam brightness

would accelerate the realization of a 3D MOT and allow rapid optimization of the experiment.

Here I propose several techniques that may offer modest increases in molecule number, that

may be implemented in parallel to slowing efforts.

The use of a magnetic lens to enhance on-axis density of molecules has been used in previ-

ous work to increase the number of molecules in a conservative trap [89]. This principle can

be extended to the CaOH experiment. Trajectory simulations using magnetic fields generated

by permanent magnets estimate a gain of ∼ 4x relative to an unfocused beam. If placed suffi-

ciently close to the exit of the cell, this lens enables molecules to be simultaneously focused

and slowed, working in tandem with whitelight slowing.

A simple alternative to the magnetic lens would be a short region of Sisyphus cooling

near the exit of the cell. This technique has been demonstrated in systems similar to CaOH

[20, 148, 32, 70]. The relative ease with which magnetically assisted Sisyphus cooling can be

applied coupled with the rapid cooling that can be achieved with a small number of photons

makes this a promising technique for increasing molecular beam flux. The major limitation

of Sisyphus cooling is the capture velocity, typically vSis ≈ 1 m/s. While the capture veloc-

ity of Sisyphus cooling is considered low, it exceeds the transverse velocity of the subset of

molecules that will be slowed and trapped by a 3D MOT (≈ 0.5m/s). Monte Carlo modeling

of Sisyphus cooling indicates that there is a factor of ∼4-10 gain in molecule number avail-

able through application of 2D Sisyphus forces at the exit of the cell. Similarly, it may be

possible to limit losses due to transverse plumbing with regions of transverse Sisyphus cooling

during the application of whitelight slowing.

Rotational state measurements of our molecular beam indicate that there is significant pop-

142



ulation in the X̃(000)(N = 0) state. Rotational pumping into the X̃(000)(N = 1) rotational

state can be accomplished with a simplified version of the technique used to brighten beams

of ThO in the ACME eEDM measurement [223]. Microwaves at 20.05 GHz may couple the

(N = 0, J = 1/2) manifold to the (N = 1, J = 3/2) manifold with simultaneous optical pump-

ing into (N = 1, J = 1/2) manifold through the Ã(000)(J = 1/2) state. The earth’s magnetic

field will provide remixing betweenMJ sublevels. Given the measured thermal distribution

of our molecular beam, a 3-5 fold gain in molecule number is possible. Care should be taken

such that the microwaves do not inadvertently couple the (N = 0) and (N = 1) states during

application of the slowing light. If necessary a modest electric field may be applied to provide

a spatially selective Stark shift so that the microwaves only couple molecules within region

with an electric field.

8.4 Conclusions

Following magneto-optical trapping, sub-Doppler cooling will likely be required before load-

ing the molecules into a optical dipole trap. Grey molasses cooling and Λ-enhanced sub-

Doppler cooling are well understood and have been applied to diatomic species [109, 218, 205,

224, 225, 226, 227, 228, 229]. A trapped sample of CaOH molecules in a single rotational

state will usher in a new frontier of quantum control over complex molecules. As discussed

in Chapter 1, samples such as these could be used to construct novel quantum information

[63, 230] or simulation [71] platforms, perform more stringent tests of the standard model

[31], or exert quantum control over chemical processes [231, 232]. Alternatively, one could

use the laser cooling techniques developed for CaOH and apply them to MOR species with

larger pseudohalogen functional groups such as CaOCH3. Magnetically assisted Sysiphus

cooling has already been applied to CaOCH3 [70], which is the first step on the road to full
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laser cooling. While the vibrational complexity of these molecules is daunting, with straight-

forward extensions of laser cooling techniques demonstrated in this work one could imagine

trapped ultracold samples of symmetric top or even chiral species, with full quantum control,

and the power of optical detection.
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A
626 nm laser system: Sum frequency

generation

Solid state laser systems combined with nonlinear crystals form a powerful tool and can gener-

ate high power laser light across the optical spectrum. Several nonlinear techniques generate

the laser light used in this work, including second harmonic generation (SHG) and sum fre-

quency generation (SFG). While the SHG is incorporated as part of commercial laser systems,

the SFG is used as part of an in-house laser system. This appendix will review the theory of

nonlinear frequency mixing and describe setup and performance of the SFG laser system.

I



A.1 Theory of nonlinear frequency mixing

Nonlinear frequency mixing is a phenomenon that occurs in response to a light field interact-

ing with the material through which it propagates. In order to describe this phenomenon we

use the following relation between the polarization of the material P(t) and the electric field

of the incident light E(t). While these properties in reality vectors, for the following treatment

we will be using them as scalars1.

P(t) = ε0χ(1)E(t) (A.1)

Here ε0 is the permittivity of free space and χ(1) is the linear susceptibility, a property of the

material. This material property is a tensor property that depends on the structure (if any) of

the nonlinear material. This is a relatively simple relation and in order to describe nonlinear

effects we use the full power series in E(t).

P(t) = ε0χ(1)E(t) + ε0χ(2)E2(t) + ε0χ(3)E3(t) + · · · (A.2)

Where χ(2) and χ(3) are the second and third-order nonlinear optical susceptibilities, respec-

tively.

Now let us examine the polarization as two electric fields with two distinct frequencies are

present in the material. The electric field is represented as plane waves.

E(t) = E1e−iω1t + E2e−iω2t + c.c. (A.3)

1For a more complete treatment please consult ref. [233].
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We now collect terms that are associated with second order processes.

P(2)(t) = ε0χ(2)(E21e−2iω1t + E22e−2iω2t + 2E∗
1E2e−i(ω1+ω2)t

+ 2E1E∗
2e−i(ω1−ω2)t + c.c) + 2ε0χ(2)(E1E∗

1 + E2E∗
2)

(A.4)

Grouping terms by frequency dependence helps identify the types of nonlinear frequency

mixing that may occur in this system. We will restrict this list to second harmonic generation

(SHG) and sum frequency generation (SFG) terms.

P(2)(2ω1) = ε0χ(2)E21e−2iω1t + c.c (SHG)

P(2)(2ω2) = ε0χ(2)E22e−2iω2t + c.c (SHG)

P(2)(ω1 + ω2) = 2ε0χ(2)E1E2e−i(ω1+ω2)t + c.c (SFG)

(A.5)

These processes must conserve both energy and momentum to occur. While conservation

of energy is apparent given the relations E = hω and ω3 = ω1 + ω2 or ω3 = 2ω1. Instanta-

neous conservation of momentum is not sufficient to generate high power light. The phase of

the instantaneously generated light must be matched to the phase of the previously generated

light as it propagates through the crystal in order for it to be amplified. It requires care to engi-

neer an environment that allows this phase matching to occur. As a result, typically only one

of the above processes occurs efficiently in a given system.

As light propagates through a crystal the momentum (⃗p) of the light is related to the wavevec-

tor (⃗k) which incorporates the index of refraction (a function of wavelength and temperature)

as follows:

p⃗ = ℏ⃗k (A.6)
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given conservation of momentum we arrive at the following expression:

p⃗3 = p⃗1 + p⃗2

k⃗3 = k⃗1 + k⃗2

Δk = k⃗1 + k⃗2 − k⃗3

(A.7)

Conservation of momentum leads to a conservation of wavevector and we have introduced

Δk which is known as the wavevector mismatch. Δk can be related to the intensity of the gen-

erated field as it exits a nonlinear material [233].

I3 =
8d2effω

4
3I1I2

n1n2n3ε0c2
(L2sinc2(ΔkL/2)) (A.8)

Here L is the length of the nonlinear material, n is the index of refraction for the indicated

frequency, deff accounts for crystal orientation and represents the effective nonlinear optical

susceptibility (χ(2) is a tensor as a material may have different optical susceptibilities for a

given crystal axis). The functional form of sinc2(ΔkL/2) is shown in Figure A.1. Δk = 0 is

known as perfect phase matching. There is a loss in conversion efficiency as the the wavevec-

tor mismatch grows. Intuitively, energy flows from the pumping light fields (ω1 and ω2) into

the generated light field (ω3) but this energy flow is reversed when the generated light is out

of phase with the pump fields. The degree to which the phase must be matched is set by the

length of the nonlinear material L ≈ 1/Δk.

A.2 Quasi-phase matching

There a variety of methods used to phase match a nonlinear crystal [234, 235, 236, 237] many

of these techniques are susceptible to small deviations in alignment or strongly dependent on
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Figure A.1: The effect of wavevector mismatch on SHG or SFG efficiency

choice of nonlinear medium. Quasi-phase matching (QPM), the technique used for our SFG

and SHG systems, relies on canceling out any accumulated phase mismatch by alternating do-

mains within the nonlinear material [238]. This technique is primarily limited by fabrication

technology which is rapidly improving. QPM is not based on birefringence so that any polar-

ization may be used and the crystal may be oriented to make use of the largest component of

the nonlinear susceptibilities tensor. Single pass conversion has been shown efficiently across

a wide range of optical wavelengths [239, 240, 241, 242, 243].

In more detail, in a nonlinear material where the direction of the crystal axis is periodically

inverted (periodically poled) one can compensate for the phase accumulated by the generated

photons every polling period. Reversing the crystal axis changes the sign of the nonlinear

optical susceptibility, this is equivalent to adding π to the phase of the generated photons. In

such a system the phase matching condition requires the generated photons to accumulate a

phase of pi every polling period. This effect can be seen in figure Figure A.2, which compares

the intensity of light produced with perfect phase matching, quasi-phase matching, and no

phase matching.
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Figure A.2: (left) Comparison of perfect phase matching (A), Quasi-phase matching (B1) and no phase
matching (C). Material polarization is indicated by arrows labeled Ps. (right) comparison of quasi

phase matching conditions of 3rd order. A indicates 1st order quasi phase matching and B3 indicates 3rd
order, here phase matching occurs every mth polling period. Image is reproduced from ref. [238]

This polling structure can be described as a change in deff, the effective nonlinear suscepti-

bility as:

dm =
2deff sin(πD)

mπ
(A.9)

Where D is the duty cycling of the poling, and m is an odd integer. For the optimum QPM

condition the dm is reduced by a constant factor of 2/π. The QPM condition can be applied

over longer length scales at reduced efficiency as m increase. In large part this small reduction

in dm is offset by the ability to use materials with much larger natural nonlinear susceptibility.

The effect of imperfections and fabrication techniques can be found here ref. [238].

A.3 Nonlinear crystal properties

There a number of materials commonly used for nonlinear applications. Common examples

include lithium niobate (LN), magnesium oxide doped lithium niobate (MgO:LN), lithium

tantalate (LT), potassium titanul phosphate (KTP), Beta barium borate (BBO), and Lithium tri-

borate (LBO). From an end user perspective these materials differ primarily in the magnitude
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Table A.1: Nonlinear susceptibility for common nonlinear materials [244]

Material: MgO:LN KTP LBO BBO
deff: 14pm/V 3.4 pm/V 2.5 pm/V 0.85pm/V

of the nonlinear susceptibility, damage threshold and mechanism by which damage occurs.

The deff of commonly used materials summarized in Table A.1 [244].

Given the dramatic difference in nonlinear susceptibility it is clear that MgO:LN offers

some substantial advantages over the other material for efficient nonlinear conversion. While

doping LN with MgO provides a 4 orders of magnitude increase in the resistance to photore-

fractive damage [245], MgO:LN remains prone to photo-induced changes in the material prop-

erties, including changes in index of refraction [246] as well as changes in its absorption prop-

erties. Changes in the absorption properties are a larger concern and MgO:LN is susceptible

to green-induced infrared absorption (GRIIRA) which can locally heat a crystal causing it to

break [247]. This is a known issue at 532 nm but does not limit production of 626 nm light.

While MgO:LN appropriate for most requirements, KTP can be used when visible light in

the crystal is in the green. KTP is resistant to photorefractive damage but is susceptible to the

formation of color centers when irradiated by visible light [238].

A.4 626 nm SFG system

Our 626 nm SFG system is modeled off of the system reported in [240]. We use two fiber

amplifiers at 1053 nm and 1546 respectively from IPG Photonics that are seeded with NP

Photonics seed lasers. These lasers are combined on a dichroic mirror (Thorlabs DMLP1180)

before being focused through a 50 mm lens (Thorlabs LA4148-C) into a magnesium oxide
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Figure A.3: Schematic diagram of the 626 nm SFG system. This image uses uses a vector graphics
library created by Alexander Franzen.

doped lithium niobate crystal (Covesion MSFG637-0.5-40). The longest off-the-shelf crystal

was chosen to increase conversion efficiency given the quadratic increase in SFG intensity

with crystal length (Eq. A.8). We use the 11.75 μm polling period at ∼ 34 degrees C. We

define the efficiency per unit length of our conversion :

ηSFG =
P626

P1053P1546lc
(A.10)

The highest recorded output of this system is 7.8 Watts of 626 nm output power with 11 W

(1053 nm) and 9 W (1546 nm) for an efficiency of 2.0% W−1cm−1. The highest efficiency of

this system (5.1 % W−1cm−1) is comparable to the literature values [240, 243] and occurs at

low input power. The loss in efficiency at higher powers is attributed to local heating of the

SFG crystal which modifies Δk, lowering conversion efficiency.
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A.4.1 Initial alignment

Pump laser focus

In order to reach these efficiencies a number of parameters must be carefully controlled. First,

the focus of the laser beams strongly affects the optimum performance of this system. Boyd

et. al. conducted a theoretical study of a Gaussian beam propagating through a nonlinear

medium and concluded that the optimum conversion efficiency occurs when the ratio of con-

focal parameter to crystal length is equal to 2.85 [248]. Experimental sources in the litera-

ture indicate that small deviations from this value may further increase conversion efficiency

[240, 243]. Given our 40 mm crystal length this means that optimum conversion occurs when

the Rayleigh range of our lasers is 7.0 mm. In order to choose an appropriate lens we need

to know the beam size of our pump lasers. In the absence of a ccd camera that was sensitive

to both 1053 and 1546 nm light we conducted a razor blade beam waist measurement [249].

In this measurement the beam is slowly blocked with a razor blade mounted on a micrometer

translation stage, the power transmitted past the razor is recorded and the resulting power vs.

distance curve can be used to extract the beam width. The 1546 nm laser has a beam width of

1.32 mm and the 1053 nm laser has a beam width of 1.06 mm, consistent with the specifica-

tions from the vendors. This measurement is presented in figure Figure A.4.

Given these beam widths and the desired Rayleigh range, a lens focal length of 75 mm was

identified as the optimum starting point. The system was tested with 100 mm, 75 mm and 50

mm lenses at low powers. There was a 10% increase in efficiency with the 50 mm lens which

was selected for alignment at higher power.
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Figure A.4: Results of the razor blade beam width measurement for our 1053 nm and 1546 nm pump
beams.

A.4.2 Coarse alignment and temperature tuning

Initial alignment of the crystal is straightforward as some SHG occurs regardless of the crystal

temperature and at low pump powers (50 mW/beam) enough visible light is generated to see

with the naked eye. SHG is most sensitive to the overlap of the pump beams. It is sufficient to

overlap the pump beams over a ∼ 1 m lever arm using standard IR viewer cards. After ensur-

ing that the combined beams are reasonably level with the optics table you can place the lens.

Given the degrees of freedom available on our crystal mount we then align the lens to the com-

bined beams by placing the lens such that the expanded beam is not substantially deflected,

indicating the combined IR beams are reasonably close to the optical axis of the lens. Finally

the crystal may be placed such that the beams are focused to the center of the crystal. By ob-

serving the beam shape of the transmitted IR light it is possible to coarsely align the crystal

and produce visible light.

Once visible SHG light is present, the quasi-phase matching condition can be adjusted.

Fine tuning for the phase matching condition given a fabricated periodically polled crystal

structure is done with temperature. Within a material, the refractive index is a function of the

wavelength of light and temperature. This means that light at different wavelengths travels at

slightly different speeds through a given material, resulting in a change in the relative phase
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Figure A.5: (left) A single temperature vs. power curve with a fit to a sinc2 overlaid. This data was
taken by heating the crystal above the optimum conversion temperature and turning off the oven.

Monitoring the SFG production as the crystal cooled to ambient temperatures. The deviation from the
sinc2 curve is typical for data collected in this manner and is likely due to the temperature gradients
within the crystal. A more robust but time consuming measurement could be conducted where the
crystal is left to thermalize at a series of temperature set points. (right) Expanded view of normalized
SFG power vs. temperature at several powers. As the pump power is increased there we see a clear
shift in the optimum towards lower temperatures. We attribute this to local heating within the crystal.
This also leads to a loss of conversion efficiency for high pump powers. A crystal mount with better

thermal conductivity to the crystal may improve performance of this system.

of different wavelengths of light. For given wavelengths, the temperature of the crystal may

be scanned to tune to the phase matching condition Δk = 0) this effect is shown in figure Fig-

ure A.5. The optimum temperature value changes crystal to crystal as it compensates for small

variations in the manufacturing process.

If this signal does not qualitatively match the functional form of P(T) ∝ sinc2(T− Toptimal)

it is likely that there is an issue with alignment, since the angle of the pump beams through the

crystal also changes the QPM condition. For instance, a common signature of misalignment

is if there are two peaks that are equally efficient for conversion as temperature is scanned.

Additionally, as the pump power is increased the optimum crystal temperature decreases. This

indicates that there must be some local heating within the crystal due to the pump lasers and

the oven temperature can be decreased to compensate for it.
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A.5 Alignment procedure

We have empirically found that as the pump laser power is increased there is a change in beam

pointing that we attribute to thermal lensing. Attempting to optimize the SFG system at low

powers followed by jumping to high powers causes the alignment to shift substantially. In the

past this has led to beam walking at high power which ultimately lead to misalignment of the

pump lasers and destruction of a crystal. In response to this event a more cautious alignment

procedure was developed. The system is aligned at low powers and the power is increased in

steps (typically 50 mW, 1 W, 2 W, 4 W, full power), where the system undergoes alignment

every time the power is increased. Following Eq. A.8 the expected performance of the system

is expected to be proportional to both of the input pump powers:

PSFG ∝ P1053 P1546 sinc2(T− Toptimal) (A.11)

The output of the system vs. pump power is shown in Figure A.6 and at low pump powers the

performance is well described by the expected quadratic growth. For the fine alignment, it is

important to not only monitor output power, but also to monitor the output beam shape. We

have found that optimizing for power may result in optimize light produced due to a reflection

off of the side of the periodically polled track within the crystal. This is especially insidious

at low pump laser powers. This phenomenon is attributed to constructive interference of the

pump lasers with its own reflection resulting in an increase in converted light. It is also im-

portant to realize that as the pump laser is steered through the nonlinear crystal the QPM con-

dition will change slightly, possibly changing the optimum temperature of the crystal. With

these considerations a detailed final alignment procedure is as follows:

SFG Alignment Procedure
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Figure A.6: SFG power vs. the input pump power(of a single pump beam). The pump laser powers are
set to be equal. The expected quadratic performance describes the system well at low powers but at

high pump powers we observe a loss of efficiency. We attribute this in large part to local heating within
the crystal preventing the QPM condition to be met throughout the crystal. This could also be due to

thermal lensing changing the focus of the pump lasers.

1. Read Section A.6.

2. Ensure the system is coarsely aligned as described in Section A.4.2

3. Optimize SFG as a function of the crystal temperature. The functional form should be
∝ sinc2(T).

4. ONLY at pump powers ≤ 1 W

(a) Walk the crystal angle(pitch, roll, and yaw) and relevant position (x,y) to opti-
mize power, maintaining beam quality.

(b) Ensure that the long crystal axis is parallel to the pump beam propagation

(c) There will be “backward” propagating SFG light due to reflections off of crystal
faces, align this light to the pump beam sources

(d) Check alignment by looking for “symmetry” in misalignment when the pump
light exits the periodically polled track.

XIII



5. Optimize SFG temperature again.

6. Carefully walk the overlap between the pump beams.

7. Carefully walk the beam position and pointing into the lens.

8. Optimize focus.

9. Carefully walk the overlap between the pump beams.

10. Carefully walk the beam position and pointing into the lens.

11. If this is the first attempt repeat steps 3 through 9.

12. Increase pump laser power. And repeat steps 3 through 9 as appropriate.

13. After alignment, The system should be maintained periodically by repeating alignment
procedure at high powers.

A.6 Tips and tricks

• When aligning at high power monitor the crystal temperature. If this increases rapidly
turn off pump lasers and repeat alignment at lower powers.

• As pump power increases, we have empirically found that the optimal focus location
shifts towards the input facet of the crystal. At full power we observe the maximum
converted light when the focus is approximately 1/3 into the crystal.

• As pump power increases the optimal temperature decreases.

• Proper alignment should transmit ≥ 97% of pump power limited only by the AR coat-
ing on the crystal.

• Proper alignment should maintain Gaussian beam profiles of pump beams with an as-
pect ratio (x:y) of no worse than 1:1.5

• Proper alignment should not cause continuous heating of the crystal. (the temperature
should increase momentarily as the pumps are turned on)
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• All crystals will be slightly different – efficiencies and optimal temperatures will vary.

• SFG alignment will influence pointing downstream. Compensate after alignment.
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B
Cryogenic engineering references and

techniques

B.1 Cryogenic references

The following references are excellent compilations of the cryogenic properties of commonly

used materials in beam box design and best practices for cryogenic design.

• Lakeshore cryogenic reference tables (thermal conductivity, length contraction)

• NIST material properties database (thermal conductivity, specific heat, length contrac-
tion)
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• Experimental Techniques for Low Temperature Design [162] (Everything you may
need and more)

• Ref. [250] (outgassing of superinsulation).

• Nick’s Sorb Write up

• Refs [163, 164, 251, 252] (charcoal sorbs)

B.2 Cryogenic heaters

There are a number of commercially produced cryogenic heaters that work well. However

these heaters are expensive and typically come with few resistance options. It is best practice

to use thin copper leads to power heaters which are poorly suited to large amount of current.

As a result we often fabricate our own heaters with high resistances. This section will detail

the creation of small ∼ 1 kΩ heaters, similar to what we use to heat the copper fill line and do

diagnostic tests of the cooling capacity of our cryogenic system. These heaters are typically

limited to ≤2 Watts. For larger heaters, commercial options are available and a robust custom

option is described in ref. [253]. The process of making these heaters is described below.

A single heater requires the following materials:

• 1 Thin film resistor

• Two copper leads with PTFE (or other vacuum compatible) insulation ∼ 34 AWG

• electronic connector (Digikey ED10287-ND and mate ED10269-ND)

• Copper 10100 lug or mount

• 1 cm2 vacuum compatible insulation (e.g. thin Kapton, fiberglass, cigarette paper)
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Figure B.1: Assembled components for a small cryogenic heater.

Thin film resistors are used because the resistance does not significantly change as the resis-

tor is cooled to cryogenic temperatures. Typically we use small packages (1206 to 2512) that

can be completely encapsulated in vacuum compatible epoxy to prevent out-gassing of mate-

rials. We standardize the cryogenic connectors throughout our experiment for modularity and

these connectors have demonstrated successful performance after many temperature cycles.

• Solder the copper leads to the resistor and the electronic connector. Flux free solder is
best for vacuum considerations.

• Prepare the copper mount by sanding it up to 600 grit for thermal contact and cleaned
for vacuum.

• Mix a small batch of Stycast 2850 with catalyst 24LV and degas the epoxy twice to
remove trapped air. This is accomplished with a small roughing pump and the epoxy is
left under vacuum for ∼ 5 minutes.

• Apply a small amount of Stycast to the surface of the copper mount and cover with
a thin layer of electrical insulation. The epoxy ensures good thermal contact and the
insulation prevents a short.

• Apply a small amount of epoxy to the surface of the insulator and place the resistor on
top. Use a syringe or small rod to place additional epoxy on top of the resistor taking
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Figure B.2: (left) Copper mount with epoxy and electrical insulator. (center) The resistor is fully
encased in epoxy. (right) The electrical connection has been strain relieved with epoxy.

care to cover any exposed electrical connections.

• Apply epoxy to the electrical connector to reinforce and insulate the solder joint on the
electrical connector.

• Let cure for 24 hours.

• When the epoxy has cured, check the electrical connections to ensure the curing pro-
cess did not damage the solder joints.

B.3 Wire heat sinking

Heat sinking wires for thermometers, heaters, and other diagnostic tools can be crucial to man-

aging parasitic heat loads on cryogenic surfaces. Effective heat sinking for wires can be prob-

lematic as wires are typically coated with an electrical insulator with a correspondingly poor

thermal conductivity. In addition, the surface to surface thermal contact is often proportional

to the force holding the surfaces together, clamping the small wires used in cryogenic applica-

tions with sufficient force for good thermal conductivity often damages the wire.

XIX



Figure B.3: Copper bobbin used for a wire heat sink. Center hole is a 10-32 screw hole, outer diameter
is non-critical. The channel cut in the side makes it easy to wrap and epoxy the wire.

Figure B.4: Applying Stycast epoxy to a wire heat sink. (left) apply a small dot of epoxy to secure the
wire. The ends of the wire are tensioned with tape. (right) The channel in the bobbin is flooded with
epoxy to ensure a large surface area for thermal contact. The bobbin is elevated to ensure that the

Stycast does not adhere to the working surface.

One effective method for effectively heat sinking wires is described below. It relies on en-

casing the wires in a matrix of thermally conductive epoxy (Stycast 2850 with catalyst 24LV)

and thereby providing a large surface area to allow heat transfer from the wire to the cryogenic

surface. These bobbins ( Figure B.3) can be made easily on a lathe. The groove in the center

of the bobbin holds the wire in place as it is wrapped around the bobbin.

Wrap ∼12 linear inches of wire around the copper bobbin before applying the Stycast

epoxy. Copper wire is used to ensure good thermal conductivity. Applying epoxy is gener-

ally easier to accomplish in two steps depicted below in Figure B.4. First, apply a small dot of

epoxy to secure the wire. once it sets, you can flood the channel with epoxy without the wire

unraveling. The ends of the heat sink can be connectorized for either thermometers or heaters.

The entire bobbin can be attached to a cryogenic surface through the center hole.
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B.4 Flexible heat links

In order to thermally connect sensitive equipment and to prevent over constraining support

structures within the cryogenic environment we use flexible heat links made of copper wire

rope. The copper wire rope is from Cooner wire (part number NER7710836B-OFE) it is 2/0

AWG consisting of 5292 strands of 36 AWG wire for a total nominal diameter of 0.483 inches

and an effective cross section of 0.1 inches2 (0.67 cm2). This wire is special ordered to be

comprised of Cu10100 for high thermal conductivity.

Tip : Ordering New Wire

When ordering this wire it is critical to specify bare wire without any coating. Industry
standard comes with a tin coating, this will interfere with the welding process.

In order to anchor the wire rope onto solid surfaces we connectorize the ends. While com-

pressing the wire works to some extent, we have found welding the wire braid to connectors

provides better thermal conductivity. The process is straightforward, although slightly modi-

fied from the procedures used in previous experiments [163].

• Begin by creating the connectors you want to attach.

Tip : Leave Room for Welding!

Remember the welded surface will not be flat. Figure B.5 demonstrates connectors
with the thermal contact surface offset by 1/8” from the welding surface. Use 0.5”
holes to accommodate 0.483” nominal diameter copper braid. Leave 3/8” from mount-
ing holes to the weld features.

• String the connectors onto the copper braid before cutting the copper wire to length.
This is often the most time consuming part of this process. If making multiple heat
links, string all connectors (pay attention to orientation) before cutting the copper wire.

• Once connectors are on the copper braid, cut to length leaving ∼1 ” excess length per
heat link.
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• This excess copper can be removed after the first connection has been welded. With
care a tolerance of ≤ 1/4” is reasonable on the length of copper braid.

• In preparation for welding, ensure ∼ 1/4” to 3/8” of braid extends above the welding
surface.

Figure B.5: (left appropriate level of excess copper braid for a compact weld finish. (right) After the
first connector is welded, the second end can be trimmed to length. Note the 1/8” offset from the weld

surface to the thermal connection surface.

• The weld is easily formed with a TIG welder set to DC(-) and ∼ 150 amps.

• Do not sit with legs or feet below the weld location. Molten copper may fall through
the welding table. Thankfully my experience only resulted in some damage to a pair of
sneakers.

• Following Figure B.6 from left to right. Arrange the connector in the vice such that it
extends above the edges of the vice. The copper braid should hang freely.
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Figure B.6: (left) Copper lug arranged to be welded. The connector is slightly above the surface of the
vise so that the welding arc does not form to the vice. (center) Step 1, the copper braid has been melted

into a solid mass. (right) The solid copper braid has been melted into the surface of the copper
connector.

• First, apply the arc to the excess copper braid, melting the top into a solid mass of cop-
per (center of Figure B.6). Full arc power can be used for this process.

• As the molten top of the copper braid nears the connector, begin to apply the arc to the
connector attempting to join the molten braid to the connector.

• Once the molten copper braid joins the connector, use the TIG pedal to reduce the ap-
plied current and walk the weld puddle around the connector to ensure good penetra-
tion.

• The weld process will severely oxidize the copper braid, this oxide layer can be re-
moved with an acid cleaning bath such as Citranox. (See Figure B.7)

• The surfaces making thermal contact should be refinished before use.

Figure B.7: The oxide formed during the welding process has been removed with an acid (typically
Citranox) bath. This heat link is ready for installation.

We use Cu10100 for this process for high thermal conductivity. Welding will induce stresses

in the material reducing the residual resistivity ratio. Annealing the welded braid would im-
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prove thermal conductivity, however there are several difficulties when attempting to anneal

these flexible heat links as described in ref. [163]. It is not necessary to anneal these flexible

heat links before use.

B.5 Charcoal sorb creation

The charcoal adsorption pumps (“sorbs”) used to maintain vacuum pressures in our experi-

ment are made in house. There has been significant work done to study and characterize they

pumping properties of charcoal [164, 251, 252]. The results of these studies indicate that char-

coal made from coconut husks, with a grain size of 8-32 mesh has the best properties for our

applications. This charcoal is epoxied onto copper 10100 plates in order to maintain tempera-

tures. The process is described in ref. [163], and is presented in detail below.

Tip : Use New Charcoal!

The date when the charcoal was first exposed to atmosphere should be noted on the
container. Do not use charcoal older than 1 year.

• Begin by preparing the copper plate for thermal contact and cleaning it for vacuum. If
the sorb is double sided prepare both sides.

• Using Kapton tape (5 mil tape thickness is best), cover any areas of the copper plate
where you do not want any charcoal sorb.

• Roughen the surface of the copper with low grit (≤ 180) sandpaper wherever you will
be applying epoxy.

• Mix a large batch of Stycast 2850 with catalyst 24LV and degas the epoxy twice to
remove trapped air. This is accomplished with a small roughing pump and the epoxy is
left under vacuum for ∼ 5 minutes.

• Paint the epoxy onto the roughened copper surface with a small brush. The layer of
epoxy should be thick enough so that copper is not be visible through the epoxy.
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Figure B.8: (left) All copper surfaces have been sanded to high grit in preparation for good thermal
contact. (right) Kapton tape has been used to mask thermal contact surface. The remaining copper has

been roughened for better epoxy adhesion.

Figure B.9: (left) Stycast 2850 has been applied to the copper surface, no copper is exposed through the
epoxy layer. (right) Charcoal has been dumped onto the epoxy coated surface, the weight of charcoal

will ensure proper immersion in the epoxy.

• Pour coconut charcoal onto the epoxied surface to a depth of ∼ 1 cm. Do not press the
charcoal into the epoxy.

• Let the epoxy cure for 24 hours.

• When the epoxy has cured, turn the sorb over and give it a sharp tap to dislodge any
loose charcoal.

• Repeat with the opposite side.
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C
Recirculating 1K system

As described in Chapter 3 the source of molecules is designed and built around a PT415 pulse

tube in combination with a recirculating helium system that maintains consistent cooling ca-

pacity at temperatures as low as 1.6 Kelvin. This system allows continuous operation at low

temperatures without the need for liquid cryogens. This section describes technical details of

the recirculating He system and the issues we resolved in order to operate it reliably.

C.1 System as purchased

The following is a brief description of how the system operates when we consider a full cool

down-warm up cycle from 300 K to 1 K and back to 300 K. Figure C.1 labels the components
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Vacuum Flange

1st Stage
(40 K)

2nd Stage
(4 K)

1K Pot

Thermal Link

Toggle for
Thermal Link

Figure C.1: Schematic diagram of the Cryomech PT415 with 1K system with important features labeled.

of the 1K system and Figure C.2 schematically illustrates the recirculating helium system.

The recirculating 1K system does not provide active cooling until helium gas is liquefying on

the 4K stage of the pulse tube and filling the 1K pot. In order to cool the 1K pot from room

temperature a thermal link is made with the 4K stage of the pulse tube. This thermal link is

made of a copper rod attached to a spring and a cable. When the cable is slack, the spring

pushes the copper rod onto the 1K plate. In order to make good thermal contact the end of the

copper rod that contacts the 1K plate is covered with indium. To break thermal contact the

cable can be tensioned with a toggle compressing the spring and disconnecting the copper rod

from the 1K plate. The vacuum feed through that allows the cable to be tensioned relies on a

dynamic o-ring seal, meaning the o-ring moves along the sealing surface while maintaining a

vacuum seal.

When the system is cold, helium is liquefied by the 4K stage and fills the 1K pot. The sys-

tem pumps the He out of the 1K pot reducing the temperature of evaporation and providing

evaporative cooling. In a stable state, there must be sufficient He in the 1K pot such that tran-

sient heat loads do not cause the pot to run dry. Experimentally we determined that a mini-
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Controlled Impedance
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Figure C.2: Schematic diagram of the recirculating 1K system as received from Cryomech

mum of 75mL of liquid He is required for the system to operate as specified. Typically we

operate with 100 mL of liquid He. This corresponds to the 1K pot being approximately half

full. In addition it should be noted that the volume of the system is not large enough to contain

the room temperature gas equivalent of 75 mL of liquid helium therefore, when the system

is cold additional He gas must be added. This has the unfortunate side effect that the relief

valves (blow off valves) on the system will open to vent excess gas every time the system re-

turns to room temperature. Relief valves do not reseal every time they are activated. When

we received this system, this was one of several issues that needed to be addressed for reliable

operation:

• The dynamic o-ring for the thermal link feed through did not make a vacuum seal.

XXVIII



• The thermal link does not always make good thermal contact dramatically increasing
cool down time.

• The He gas in the system arrived contaminated.

• Several components of the system arrived damaged with leaks

• Thermal cycling of the system required activation of blow off valves. Blow off do not
always reseal.

Our group uses three of these systems and while each system had at least one major issue,

the feedback provided to Cryomech seems to be improving quality control and design of these

systems.

C.2 Modifications

Some of the issues we experienced were the result of low quality control and simple to ad-

dress. For instance, the first issue we discovered was that as the thermal link is toggled the

dynamic o-ring did not maintain a vacuum seal. This was resolved by removing the toggling

mechanism, refinishing the sealing surface, and replacing the o-ring. While this was sufficient

for our needs, a dynamic o-ring seal is not reliable. Past experience indicates that Viton fluroe-

lastomer o-rings breakdown on the ∼3 year time scale and begin to fail. A much more robust

method to resolve this issue would be to use a welded bellows to allow translation with a vac-

uum tight seal.

After the vacuum issue was resolved, we determined that the He system was contaminated.

We made a series of modifications that allowed us to evacuate the system, leak check, and

electronically log pressures in the system. We found that within the system, a number of vac-

uum connections had not been made properly and several vacuum bellows provided by Cry-

omech had significant leaks. This contributed to contamination to this system. We also added
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a large volume (dump) to the system so that as the system came to room temperature the large

volume of He gas could be accommodate without activating the relief valves. In addition fix-

ing leaks, we added a liquid nitrogen cold trap to actively remove contamination from the

system during operating. The cold trap was critical for operation while debugging the system.

After identifying and removing all sources of contamination we operate without the cold trap.

A full diagram of the modifications made to our system is shown in Figure C.3.

While our system has not had issues with the thermal link making good thermal contact,

another system used in our group has repeatedly had issues. At the time of writing, they have

redesigned the thermal link such that the thermal contact will be made by a ball-in-cone con-

nection, at the time of writing the new thermal link has not been tested.

C.3 Suggestions for new systems

The modifications shown in Figure C.3 were made iteratively and some are a legacy of a previ-

ous configuration. While many of the modifications remain useful for diagnostic purposes, for

a new system I would recommend the following changes in order of importance:

• The addition of a pump out port— The ability to evacuate the recirculating 1K sys-
tem is absolutely critical. It is required for leak checking the system as well as remov-
ing contamination.

• Pressure monitoring at the inlet and outlet of the pump (P6 and P1)—We have
found that monitoring the pressures in these locations has facilitated diagnose of a num-
ber of issues with the system including: clogs due to contamination freezing within the
cryogenic section, excessive heat loads due to inadvertent thermal shorts, and identify-
ing when a blow off valve may have activated.

• The inclusion of a “dump”— The dump serves two purposes. First, it prevents the
blow off valves from activating when the system warms up to room temperature. Sec-
ond, by recovering helium as outlined in Section C.4.2 contamination can be trapped
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in the cold sections of the pulse tube and pumped out as the system warms up to room
temperature.(It should be noted that as an alternative one could simply evacuate the
system during warm up and replace the helium gas.)

C.4 Procedures

C.4.1 Liquefy helium and begin circulating

The purpose of this procedure is to load a known amount of helium into the 1K system. The

starting configuration assumes that the 1K system is evacuated and that some helium is stored

in Dump 1. This procedure does not make use of the cold trap. The following valves are as-

sumed to be closed. v1, v3, v4, v6, v15, v8, v10, v20, v11, v13, and v15. These valves are not

used during normal operation of our 1K system.

Initial Conditions—Helium is being stored in Dump 1 and the system is being evacuated

with an external pump attached to v19. The pump in the 1K system is always on. The thermal

link is down connecting the 1K and 4K stages of the pulse tube.

Open valves — v19,v7,v17,v16,v12,v9,v21

Closed valves — v5,v2,v18

Procedure

1. Ensure that the system is in the appropriate starting condition.

2. Close the valves v19,v7

3. Open v2,v18

4. Note pressure at p3 - We will be adding He until the pressure is 800-850 Torr

5. While monitoring p3, open v0 until the pressure reaches the desired level.

XXXI



6. Close v0, v18.

7. Ensure the 1K system is cold.

• The 2nd stage of the pulse tube should be below 4 K.

• The 1st stage of the pulse tube should be below 40 K.

• For our system the bottom of the 40K Shields should be below 60 K.

• The 1K pot should be below 8K

• All heaters should be off.

8. Monitor p1, we do not want to exceed 800 Torr.

9. While carefully monitoring p1, partially open v5.

• Adjust v5 to maintain p1 pressure between 650-800 Torr

• All temperatures should increase.

• The 1K pot temperature will increase a few Kelvin. This is normal.

• The 1K pot temperature should sharply decrease to below 4K.

• The 1K pot temperature should then slowly rise to 4.2 K.

• Wait until v5 is fully open and p1 is below 450 Torr.

10. Now we will begin to circulate.

11. Apply tension to the thermal link to remove the thermal connection.

12. Monitor p1, we do not want to exceed 800 Torr.

13. While monitoring p1, slowly open v16.

14. When v16 is fully open, begin heating the hot fill line.

15. System will come to equilibrium after ∼30 minutes.
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C.4.2 Helium recovery and warm up

The purpose of this procedure is to recover a majority of the helium used in the operation of

the 1K system. By recovering the He while the pulse tube is operational, we ensure that any

contaminants are trapped in cold sections of the pulse tube and removed from the system. The

following valves are assumed to be closed. v1, v3, v4, v6, v15, v8, v10, v20, v11, v13, and

v15. These valves are not used during normal operation of our 1K system.

Initial Conditions–We begin by assuming that the system is actively circulating He. The re-

circulating pump is on and the thermal link is disconnected.

Open valves — v2,v5,v17,v16,v12,v9,v21

Closed valves — v7,v18,v19

Procedure

1. Ensure that the system is in the appropriate starting condition.

2. Open v7.

3. Close v5, v12.

4. Apply a heat load to the 1K pot ( 250 mW).

5. Monitor the 1K pot temperature, when it jumps several Kelvin the pot is empty.

6. Turn off 1K heat load.

7. Turn on external pump connected to v19.

8. When p3 saturates, close v2, open v19 pumping out the system.

9. The contaminant free He is now stored in the dump.

10. Open v12.

11. Prepare the system for full warm up.

• Close gate vale.
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• Spin down and valve off all turbo pumps on beam box.

• Turn off all ion gauges.

12. Turn off PT415.

13. Wait until the sorbs reach 12 K, when the trapped He will be released.

14. Use a roughing pump to pump the helium out of the beam box.

15. Allow the beam box to come to room temperature.

• This can be expedited with heaters on the radiation shields

• A modest pressure of He gas (100 mTorr) will add conductive heat load.

• Continue to evacuate the 1K system during warm up to remove potential contami-
nation.
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Figure C.3: Schematic diagram of our recirculating 1K system after extensive modification
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D
CaOH spectroscopy

This appendix will list the vibrational spectroscopy performed during the course of this work.

It will also summarize the techniques used to perform the spectroscopy. Typically, this spec-

troscopy is conducted using background free photon counting techniques where the detected

spontaneously emitted photons can be optically filtered from the applied laser light. This is

usually combined with optical pumping techniques to enhance the molecular population in the

state of interest.
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D.1 Repumper spectroscopy

D.1.1 X̃(100)→ B̃(000)

The X̃(100) → B̃(000) transition depicted in Figure D.1 was found by optically pumping

molecules into the X̃(100) state with the following laser scheme:

Optical Pumping Lasers

X̃(000)→ Ã(000)

Background free fluorescence is observed from spontaneous decay from the B̃(000) state as

molecules are repumped off-diagonally. The X̃(100) has natural population that is ∼10% of

the population of the X̃(000) state.
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Figure D.1: P1(J′′ = 3
2 ) (left) and

PQ12(J′′ = 1
2 )(right) branches of the X̃(100)→ B̃(000) repumping
transition.

D.1.2 X̃(200)→ Ã(100)

The X̃(200) → Ã(100) transition depicted in Figure D.2 was found by optically pumping

molecules into the X̃(200) state with the following laser scheme:
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Optical Pumping Lasers

X̃(000)→ Ã(000)

X̃(100)→ B̃(000)

X̃(0200)→ Ã(100)

The X̃(200) → Ã(100) repumping laser was scanned while observing the background free

fluorescence due to the X̃(100)→ B̃(000) repumping laser.
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Figure D.2: P1(J′′ = 3
2 ) (left) and

PQ12(J′′ = 1
2 )(right) branches of the X̃(200)→ Ã(100) repumping
transition.

D.1.3 X̃(300)→ B̃(100)

The X̃(300) → B̃(100) transition depicted in Figure D.3 was detected using the natural

population in the X̃(300) state by observing the background free fluorescence due to the

X̃(300)→ B̃(100) repumping laser.
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Figure D.3: P1(J′′ = 3
2 ) (left) and

PQ12(J′′ = 1
2 )(right) branches of the X̃(300)→ B̃(100) repumping
transition.

D.1.4 X̃(0200)→ Ã(100)

The X̃(0200) → Ã(100) transition depicted in Figure D.4 was found by optically pumping

molecules into the X̃(0200) state with the following laser scheme:

Optical Pumping Lasers

X̃(000)→ Ã(000)

X̃(100)→ B̃(000)

The X̃(0200) → Ã(100) repumping laser with a sideband at 52 MHz was scanned while ob-

serving the background free fluorescence due to the X̃(100) → B̃(000) repumping laser. The

largest increase in detected fluorescence occurs when both spin-rotation states are addressed,

and the smaller increases in fluorescence occur when only one of the spin-rotation compo-

nents is addressed.
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Figure D.4: P1(J′′ = 3
2 ) (left) and

PQ12(J′′ = 1
2 )(right) branches of the X̃(02

00)→ Ã(100). Large
center feature occurs when both transitions are on resonance. The distinctive three peak structure

occurs as two laser frequencies scan across two transitions.

D.1.5 X̃(0220)→ Ã(100)

The X̃(0220) → Ã(100) transition depicted in Figure D.5 was found by optically pump-

ing molecules into the X̃(0220) state by scattering photons with the X̃(000)→ Ã(000) and

X̃(100)→ B̃(000) transitions. Following optical pumping, natural population left in the de-

tection state (X̃(100)) was “cleaned out” by application of the X̃(100)→ B̃(000) repumping

laser. After the “clean out” step, the X̃(0220) → Ã(100) laser was applied to populate the

X̃(100) state which was subsequently detected with background free fluorescence due to the

X̃(100)→ B̃(000) laser.

There is no spin-rotation splitting for this branch as the presence of vibrational angular

momentum (l = 2) restricts the rotational quantum number (N ≥ l = 2). In the X̃(0220),

the selection rules governing J (ΔJ = ±1, 0) only permit the J = 3/2 component of the

N = 2 to couple to the excited state (Ã(000)(J = 1/2)).
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Figure D.5: P1(J′′ = 3
2 ) branch of the X̃(02

20)→ Ã(100) repumping transition.

D.1.6 X̃(0110)→ B̃(000)

The X̃(0110)→ B̃(000) transition, shown in Figure D.6, was found by populating the X̃(0110)

state through application of the X̃(000) → Ã(0110) transition. The X̃(0110) → B̃(000)

transition was applied to recover molecular population. The resulting population in the X̃(000)

ground state was detected with photon cycling on the X̃(000) → Ã(000) transition using an

electron multiplying ccd camera.

Curiously, we do not observe spin-rotation splitting of the X̃(0110) state. Most spectro-

scopic references [153, 146, 153, 157] simplify the spin-rotation interaction to:

HSR = γN⃗ · S⃗ (D.1)

However, upon investigation this expression is simplified and a more complete description

is available in ref. [145] where there are modifications to this expression at low values of N

states with l ̸= 0. For N=1, we would expect a spin-rotation splitting 3
2 γ = 52 MHz in a

typical l = 0 state but in X̃(0110) where l = 1 ref. [145] indicates a splitting of of 3
4 γ = 26
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MHz. Figure D.6 shows two scans, one that does not appear to to resolve two peaks and one

that is suggestive of the expected 26 MHz structure.

Given the experimental parameters, it is likely residual Doppler broadening or power broad-

ening obscured this spectroscopic detail. Practically speaking, addressing this single feature

with sufficient power appears to repump all molecular population that decays to X̃(0110).
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Resonance : 529.720868 THz
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Figure D.6: X̃(0110)→ B̃(000) Repumping spectrum. (top) fit to single peak, (bottom) fit to two peaks
with 26 MHz splitting.

XLII



D.1.7 X̃(1200)→ Ã(100)

The X̃(1200) → Ã(100) transition depicted in Figure D.7 was found by optically pumping

molecules into the X̃(1200) state with the X̃(000)→ Ã(0200) transition and relying on off

diagonal decay. In the same location, natural population of the detection state (X̃(100)) was

“cleaned out” by application of the X̃(100)→ B̃(000) repumping laser. After the “clean out”

step, the X̃(1200) → Ã(100) laser was applied to populate the X̃(100) state, which was subse-

quently detected with background free fluorescence due to the X̃(100)→ B̃(000) laser.
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Figure D.7: P1(J′′ = 3
2 ) (left) and

PQ12(J′′ = 1
2 )(right) branches of the X̃(12

00)→ Ã(100) repumping
transition.

D.1.8 X̃(1220)→ Ã(100)

The X̃(1220) → Ã(100) transition depicted in Figure D.8 was found by optically pumping

molecules into the X̃(1220) state with the X̃(000)→ Ã(0220) transition relying on off diag-

onal decay. The signal was further enhanced by cycling photons on the X̃(0220)→ Ã(0220)

transition. In the same location, natural population of the detection state (X̃(100)) was “cleaned

out” by application of the X̃(100)→ B̃(000) repumping laser. After the “clean out” step, the
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X̃(1220) → Ã(100) laser was applied to populate the X̃(100) state which was subsequently

detected with background free fluorescence due to X̃(100)→ B̃(000) laser.
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Figure D.8: P1(J′′ = 3
2 ) branch of the X̃(12

20)→ Ã(100) repumping transition.
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D.2 Summary of known transitions

This section summarizes the transitions we found in the course of this experimental work. The

frequencies listed in Table D.1 are referenced to our wavemeter (High Finesse WS7). We have

empirically determined that the wavemeter can provide substantially more precision than spec-

ified by the manufacturer, however the accuracy is subject to a number of environmental pa-

rameters. Appendix B of ref. [14] provides an excellent description of the steps that should

be taken to stabilize the wavemeter. In short, we continuously calibrate the wavemeter with a

laser locked to an atomic reference, we exclusively use single mode fibers, and we have sealed

the wavemeter in a large ISO nipple to prevent atmospheric pressure fluctuations.

The only other vibrational state known at high resolution in the literature is X̃(400) [143],

all other states are only known to several cm−1, ref. [254] was an invaluable resource when

performing broadband spectroscopy to determine the transition frequencies for the X̃(1200)

and X̃(1220) vibrational repumpers.
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Figure D.9: All transitions of CaOH known to < 10 MHz. Transitions, frequencies and wavelengths are
specified in Table D.1
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Laser Transition Wavelength
(nm)

Resonance Frequency1
(THz)

X̃(000)→ Ã(000) 626.4 478.600015
X̃(000)→ Ã(100) 602.9 497.227900
X̃(000)→ Ã(0110) 613.1 488.947546
X̃(000)→ Ã(0200) 600.6 499.117130
X̃(000)→ Ã(0220) 595.8 503.172718
X̃(000)→ B̃(000) 554.9 540.273325
X̃(100)→ Ã(000) 651.2 460.342042
X̃(100)→ B̃(100) 574.3 522.015349
X̃(200)→ Ã(100) 650.4 460.948200
X̃(200)→ B̃(000) 594.8 503.993613
X̃(200)→ B̃(100) 574.1 522.203949
X̃(300)→ B̃(100) 594.3 504.431104
X̃(0110)→ Ã(000) 640.5 468.029550
X̃(0110)→ B̃(000) 566.0 529.702860
X̃(0200)→ Ã(000) 654.6 457.954463
X̃(0200)→ Ã(100) 629.0 476.582353
X̃(0200)→ Ã(0220) 621.3 482.527179
X̃(0200)→ B̃(000) 576.9 519.627790
X̃(0220)→ Ã(100) 630.0 475.852270
X̃(0220)→ Ã(0220) 622.2 481.797102
X̃(1200)→ Ã(100) 653.4 458.789511
X̃(1200)→ Ã(0200) 650.5 460.878719
X̃(1220)→ Ã(100) 654.3 458.180145
X̃(1220)→ Ã(0200) 651.6 460.069392
X̃(000)→ Ã3/2(000) 2-photon2 626.3 478.682785
Ã3/2(000)→ D̃(000) 2-photon2 820.4 365.419040

Table D.1: List of transition frequencies for CaOH. All transitions are the (N”=1)→ (J’=1/2) laser
cooling lines unless otherwise noted. Additional rotation lines not listed here have also been observed.

1 Listed frequency is has a known offset when compared to the literature (∼ -550 MHz). Our
wavemeter is calibrated to a lithium saturation absorption crossover peak, with a nominal frequency of

446.799286 THz.
2 (Ω′ = 1/2, J′ = 5/2) This transition is used to avoid the confusion resulting from the spin-rotation

frequency structure when performing Doppler-sensitive measurements.
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