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deceleration of heavy polyatomic molecules for probing physics

beyond the StandardModel

Abstract

Ultracold polyatomic molecules containing heavy nuclei, such as SrOH and YbOH, are sensitive

to T- symmetry violating and P-symmetry violating physics beyond the Standard Model through the

electron’s electric dipole moment. Furthermore, SrOH is sensitive to ultralight DarkMatter through

measuring time variations of fundamental constants. However, in order to make full use of these

molecules, they need to be cooled to ultracold temperatures and held in optical traps. We have realized

a magneto-optical trap (MOT) of SrOH and used this as the essential element to achieve optical trap-

ping in the microKelvin temperature regime. We observed MOT lifetimes approaching 200 ms with

temperatures ∼ 1 mK and observed damped oscillations in the MOT. We further cooled the SrOH

molecules to∼ 40 μ K using Λ-enhanced gray molasses, and compressed the cloud to about 100 μm

size using the conveyor belt MOT technique. Using this ultracold dense cloud of SrOH, we loaded

an optical dipole trap (ODT), with a molecular lifetime of 1.2(1) seconds. In separate experiments

with YbOH, which is heavier than SrOH, we demonstrated a novel deceleration method (Zeeman-

Sisyphus deceleration) that can slow YbOH to under 20 m/s with only a few photons scattered uti-

lizing high magnetic fields up to 2.5 T. By driving spin-flip transitions at the maxima and minima of

the magnetic fields, slowing was achieved, which is a critical first step toward loading of a MOT for

this species. We addressed the challenges associatedwith driving spin-flip transitions inmolecules that
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have molecular perturbations among the electronic excited states and developed an understanding of

the physics of such systems that is applicable to a wide range of molecules.
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2.32 Checking if two ”Ã2Π1/2(0220)”← X̃2Σ+(1220) transition peaks add together . 69

2.33 Checking if the doublet structure exists in the ”Ã2Π1/2(0220)”← X̃2Σ+(0220)
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0
Introduction

We discuss how ultracold heavy polyatomic molecules can be used for probes to physics beyond the

Standard Model, with two examples. First we discuss probing the electron’s permeanent electric

dipolemomentwithmolecules like SrOHandYbOH.Secondwediscuss darkmatter detection through

precision measurement of the proton-to-electron mass ratio, using SrOH. At the end of this chapter,

we discuss how such platforms of ultracold molecules can be achieved.
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0.1 How to read this thesis

Some of the work described in this thesis (first half of Chapter 2 and all of Chapter 4) has already ap-

peared in other theses, especially in those of Alexander Frenett and Benjamin Augenbraun, who were

other graduate students that the author worked together with for a large protion of graduate studies.

In such chapterswewill focusmore on the author’s perspectives thatwere not covered in previous the-

ses. Reading previous theses is recommended to get further understanding. Alexander Frenett and

Benjamin Augenbraun both do a great job describing the motivations covered in the Introduction

and molecular structure covered in Chapter 1.

Contents of the later half of Cahpter 2 and the entire Chapter 3 do not appear in any previuous

theses, so we have tried to include as much information as possible in these chapters.

For more background, reading theses of Zack Lasner (Yale) and Arian Jadbabaie (Caltech), just to

name a few, are highly recommended. General moelcular laser cooling information can be found in

previous theses in the Doyle group, such as Loïc Anderegg, Yicheng Bao and Nathaniel Vilas, just to

name a few.

0.2 Electron’selectricdipolemomentsearcheswithheavypolyatomicmolecules

Although the Standard Model of particle physics has never disagreed with experimental tests, there

are still major mysteries surrounding this theory. For example, one of the most significant challenges

facing fundamental physics is to explain why the universe is made out of matter and contains no

free anti-matter despite an apparent symmetry between these entities. Our universe is dominated by

matter and the Standard Model (SM) has no explanation for this simple observational fact22,27,52.

One well-motivated way to explain this asymmetry is to include new, massive particles in the model

which lead to new interactions. One way of experimentally verifying such new particles is directly

producing them at particle colliders. Unfortunately, no new particles have been discovered at ex-
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isting facilities, and the predicted masses in many theories are far beyond the range of conceivable

next-generation colliders8,45,13. Another way of verifying these “new particles” is through very precise

measurements of existing fundamental particles, such as the electron12,31,47,26,28. The interactions be-

tween the “new particles” and the electronwould cause the electron to gain a very small electric dipole

moment (EDM)39,38. Specifically, EDMs of fundamental particles, such as that of the electron, are

sensitive to time-symmetry violating and parity-symmetry violating effects.

An electric dipole moment d⃗ is a property of a particle defined by the interaction Hamiltonian

Hd = −d⃗ · E⃗, where E⃗ is an electric field. The energy shift caused by this Hamiltonian is called a Stark

shift. Let us see why this Hamiltonian, for fundamental particles such as the electron, violates time

symmetry and violates parity symmetry (separately, not as a product of parity and time).

Since an electron is a spin- 12 particle andhas only onequantization axis (this iswhy the fundamental

particle part is important), the dipole moment vector d⃗ is aligned or anti-aligned with the spin vector.

That is,

d⃗ = d
S⃗
|⃗S|

(1)

Therefore, the Hamiltonian becomes:

Hde = −d
S⃗
|⃗S|
· E⃗ (2)

Now, by reversing time, only S⃗ reverses sign and E⃗ does not. On the other hand, by reversing parity,

only E⃗ reverses sign and S⃗ does not. S⃗ is an angularmomentum so it is an axial vector. Thus it does not

change sign under parity inversion. E⃗ can be visualized as formed by two charges separated in space,

so reversing the coordinates of the charges will flip the direction of E⃗.

Nowthatwehave argued that the electron’sEDM(eEDM) is an interestingproperty tomeasure, let

us discuss how tomeasure it. The Stark shift caused by the electron’s EDM (eEDM) can bemeasured

through spin precessionmeasurements. The eEDMofmagnitude de will shift the Larmor precession
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frequency by an amount Δω = 2deEeff, where Eeff is the effective electric field experienced by the

electron58. In this section we work in the units where ℏ = 1. The shot-noise-limited uncertainty of a

measurement in Δω is given by

δω =
1/τc√
N

(3)

where τc is the coherence time and N is the number of molecules detected throughout the mea-

surement. Therefore, the uncertainty in de can be written as

δde =
1/τc

2Eeff
√
N

(4)

Therefore, larger τc, Eeff, and N will all improve the statistical sensitivity. The advantage of using

polarmoleculeswith a high-Z atom is that they tend tohave large internal electric fields that contribute

to Eeff. In fact, it is known to a good approximation that Eeff scales as Eeff ∝ Z3 30,25,48. These internal

fields are much larger than those of atoms, and they can be oriented easily to the lab fields.

Another property that would be useful for such measurements is robustness against systematic

effects. Here we will describe two ways to improve on this front. First, by trapping molecules in a

small volume, one can obtain better control over the external lab fields. In addition, by varying the

interrogation time in the traps, one can subtract out any constant offset phases in the precession by

taking differences between different interrogation times50,21. Second, having a switch to reverse the

molecule’s internal field without flipping any external fields can lead to cancellation of systematic ef-

fects4,10. Note that this internal field switch is separate from switching the lab field itself. On top of

the lab-field switch, it would be even more desirable to be able to switch the molecule polarization di-

rection without switching the lab field, since reversing the lab field itself can add sources of systematic

effects, such as field offsets from leftover charges.

One simple example of systematic error rejection is the following. Assume an external stray B-field

that adds a Zeeman shift on top of the Stark shift. By flipping the polarization of the molecule, only
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the Stark shift gets reversed and the Zeeman shift does not. By comparing the twomeasurements, one

can subtract out the non-flipping Zeeman shift.

|#i |"i |#i |"i

ℰ!""	~	10	GV/cm
ℰ!"" + 𝑑 < 0

𝜇𝐵

𝜇𝐵

ℰ!""	~	10	GV/cm
ℰ!"" + 𝑑 > 0

𝐵?
Δ𝐸 = 2	(𝑑# 	ℰ#$$ + 	𝜇	𝐵) Δ𝐸 = 2	(−𝑑# 	ℰ#$$ + 	𝜇	𝐵)

Figure 1: Example of canceling out the first-order Zeeman shift by flipping themolecule orientation.

Then, how can one obtain such a switch of the molecule orientation? The key is to find a level

structure with closely lying opposite parity states, or parity doublets. Parity doublets, which are suf-

ficiently closely spaced in energy (compared to other states with opposite parity), can be fully mixed

by applying amoderate electric field without significantly affecting other nearby states. These pairs of

states have opposite signs of polarizability. One can select the desired sign by optically preparing the

molecule in a specific state.

Figure 2: Visualization of parity doublets mixing in the presence of moderate external electric field, resulting in two states

with opposite polarizations.

One advantage of linear triatomic molecules is the availability of nearby parity doublets in the
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ground electronic state (which has a relatively long lifetime). A bending mode in a linear triatomic

molecule can be described as a linear combination of two rotations in opposite directions around the

internuclear axis. These counter-rotating motions have opposite parity, and as a result, the bending

modes give rise to parity doublets, also known as ℓ-doublets40.

± = |P±〉= ±

Bend in the plane of sheet Bend perpendicular to sheet

Figure 3: Visualization of ℓ-doublets in the bendingmodes of linear triatomic molecules.

There are two state-of-the-art experiments setting limits on the eEDM. One is the ACME collab-

oration using a cold molecular beam of ThO molecules4,10, and the other is the JILA eEDM experi-

ment using trapped molecular ions50,21.. Both experiments use molecular species with high Z. In the

ACME experiment, a large N is achieved by using neutral species in a cold beam. Furthermore, by

conducting the measurement in a state with closely-lying parity doublets arising from an electronic

structure, they can switch between polarizing themolecules to and against the electric field. However,

in the ACME experiment, measurements were done on a molecular beam, which limited the coher-

ence time to a few milliseconds, corresponding to the beam transit time through an apparatus of a

reasonable size40.

In the JILA trappedmolecular ions (HfF+, and ThF+ for the next generation46) experiments, the

long coherence time, over 700 ms50, is achieved by trapping the molecules. However, charged species

will have a smaller limit on the number that can be trapped at once compared to neutral species, due

to the Coulomb interactions between them.

Ultracold heavy polyatomic molecules, such as SrOH and YbOH, have the potential to be a good

platform for eEDM searches, because they have all the favorable properties discussed above40. First,
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they are molecules with heavy nuclei, so they have a large effective electric field Eeff experienced by the

electron orbiting themolecule. They have a high polarizability required to access Eeff, arising from the

bending mode parity doublets. Such parity doublets allow switches of the Eeff relative to the external

lab field. By laser cooling and trapping these neutral species, large τc andN can be achieved. Approxi-

mately 103 trapped YbOHmolecules or 104 trapped SrOHmolecules provide sensitivity competitive

with current eEDM limits, assuming the following reasonable parameters: The science state lifetime

of 750 ms57, decoherence of 0.1/s, dead time between measurements of 10 ms, integration time of

24 × 7 = 168 hours, and detection contrast of 1. This also serves as a proving ground for molecules

with higher intrinsic sensitivity (e.g., RaOH62) or symmetric- and asymmetric-top molecules that

have parity doublets with longer lifetimes (e.g., SrNH2, SrOCH3
29), owing to the moment of inertia

along the internuclear axis in their vibrational ground states.

0.3 DarkMatter detectionwith SrOH

There are extremely diverse models of Dark Matter. In certain models of Dark Matter, there are

motivations to search for ultralight Bosonic Dark Matter, which spans the mass range of 10−22 −

1 eV7,53,32,17,9,54,20,24. Scalar dark matter particles with masses less than 1 eV would be cold and pos-

sess largeComptonwavelengths. These characteristics allow them to formaBose-Einstein condensate

(BEC) or a superfluid state. As a consequence, such a field would behave as an oscillating background

field. When this oscillating field couples to ordinary matter, it can lead to oscillations in fundamental

physical properties or constants.

Among one of those constants is the proton-to-electron mass ratio μ = mp/me
41. Vibrations in

molecules depend on this ”constant” μ, which in first order can be written as:

ω =

√
k
m
∝

√me

mp
(5)
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The physical intuition behind this equation is that the spring constant k is a property of the elec-

tronic bonding of the molecules, so it has dependence onme. The reduced massm is dominated by

the nuclei masses in the molecule, so it is related to the proton massmp.

For measuring drifts or oscillations of μ, one can either look out in space (long look-back time) or

measure precisely on ultracold molecules (high statistical sensitivity and reduced systematics).

Since vibrational potentials in molecules are not perfect harmonic oscillators (they have anhar-

monicity), there are also higher-order dependences such as

ω ∝ c(1)
√me

mp
+ c(2)

me

mp
+ ... (6)

Therefore, bymeasuring energy differences between states that have different anharmonicities, one

can be sensitive to oscillations in μ.

In SrOH, it turns out that there is a coincidental degeneracy between two different types of vibra-

tion modes. One is the (200) state, which has two quanta of stretching modes, and the other is the

(0310) state, which has three quanta in the bending mode41.

Time

E	(bending)

𝜙!"
𝑈𝑛𝑘𝑛𝑜𝑤𝑛

Ultralight Dark 
Matter Field

E	(stretching)

Stretching Bending

Energy levels

~15 THz ~10 THz

Figure 4: Ultralight DarkMatter detection scheme in SrOH.Modified from ref. 41

Using these nearly degenerate (about tens ofGHz) states, the fractional sensitivity to sense variation

in energy differences can be relaxed, thusmaking SrOHa good candidate for detecting ultralightDark
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Matter. Approximately 103 trapped SrOH molecules provide sensitivity competitive with current

limits of ultralight DarkMatter in themass range of 10−22 to 10−14 eV41. A∼week of averaging with

103 trapped SrOHmolecules would be sensitive to variations in μ by δμ/μ ∼ 10−15. This μ variation

can be converted to the dilaton coupling to the electron mass dme through the Lagrangian7

Lφ = −κφdmemeēe

. Projected sensitivity ofdme and comparison tobest limits todate (α variationmeasurements in atomic

clock comparisons) are shown in Fig. 5

Figure 5: Ultralight DarkMatter sensitivity projection of measurements on 1, 000 SrOHmolecules with 200 hours of av-
eraging. Clock comparison data fromRef. 37. Figure compiled byMingda Li.

0.4 Approaches to ultracold heavy polyatomic molecules

Unlike atoms, molecules tend to have poor branching ratios because they can decay into various vi-

brational states. As a result, many lasers are required to repump the population back into the cooling

cycle. However, decays into other rotational states can often be effectively suppressed by exploiting

angular momentum and parity selection rules.
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It is possible to select molecules that exhibit more favorable branching ratios for laser cooling. To

date, species such as SrF11, CaF5,59, YO23, CaOH56, BaF61, and SrOH43 have all been successfully

laser-cooled and trapped in magneto-optical traps (MOTs). However, even these molecules typically

require from a few to up to ∼ 10 repump frequencies to maintain the optical cycling necessary for

cooling. For efficient direct laser cooling, the goal is to suppress vibrational leakage to the level of about

10−4, enabling a photon budget on the order of 104 scattered photons per molecule.

In this thesis, we demonstrate two ways to push forward from here. One is to bite the bullet and

repump all vibrational states required to obtain a good photon budget. Another way is to develop a

method to remove energy frommolecules with few photon scatters. The former approach was taken

with SrOH, anddescribed inChapters 2 and3of this thesis. The latter approachwas taken forYbOH,

which is described in Chapter 4 of this thesis.

0.5 This Thesis

In this thesis, we will describe laser cooling and optical trapping of SrOH, and Zeeman-Sisyphus de-

celeration of YbOH. In Chapter 1, we will begin with a brief overview of molecular energy structure

to understand the different energy and angular momentum levels involved in optical cycling of such

molecules. In Chapter 2, we will describe the methods required to laser cool SrOH, from radiative

slowing to achieving a MOT with lifetimes approaching 200 ms. In Chapter 3, we describe how to

take this MOT to an even colder and denser sample of molecules, and loading an optical dipole trap

from such a sample. Finally, in Chapter 4, we describe a novel deceleration method for heavy poly-

atomic molecules, and discuss the subtleties involved when we applied this method to deceleration of

YbOH.
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1
Molecular Structure

Tounderstand the energy structure of linear polyatomicmolecules such as SrOHor YbOH, it is help-

ful to first review the structure of atoms, then review the structure of diatomic molecules, and finally

build towards linear triatomic species. The purpose of this thesis is to give a broad introduction.

Reading Benjamin Augenbraun’s thesis is highly recommended for more details.
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1.1 Atoms

First, let us review the structure of atoms. This forms the foundation for understanding angular mo-

mentum structure. Depending on the symmetries of the system, some types of angular momenta can

be good quantum numbers and can represent different energy states.

Three very important quantumnumbers here areS,L, andJ. These are the electron spinquantum

number (S), orbital angularmomentum (L), and total angularmomentum (J), respectively. S andL

add up to formJ. Themechanism ofS andL adding up is called spin-orbit coupling. Note that these

are all angular momentum vectors, so they add in a ”vector” way. They can either align or anti-align

along the quantization axis.

For example, the energy level (simplified up to fine structure) of Rubidium atoms is shown in Fig.

1.1.

This will be useful to keep in mind as we move on to diatomic molecules, where there is another

additional source of angular momentum.

Although S and L originate from different physical phenomena, they are both quantized with

the same unit ℏ. Therefore, we are allowed to simply add the number of quanta of different types

of angular momentum. Angular frequencies and magnetic g-factors differ between types of angular

momentum, so quantities such as rotational energies andmagnetic moments require respective scalar

factors to be multiplied before adding the angular momenta. This also holds for angular momentum

that arises from rotations of the nuclei in molecules, which we typically take for granted can be added

to angular momentum arising physically from the electronic side.

1.2 Diatomic molecules

Moving fromatoms to diatomicmolecules, there are a fewnew concepts thatmust be addressed to un-

derstand the energy structure. We will list them first and then explain them in further detail through-
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• L: Orbital angular 
momentum
• S: Spin angular 

momentum
• J = L + S

L = 0

L = 1

J = 3/2

J = 1/2

J = 1/2

2P3/2

2P1/2

2S1/2

7THz
240cm-1

380THz
12,700cm-1

(780nm)

Up to fine structure but not hyperfine structure 2S+1 “L”J
“L”: S, P, D, F, ...

Figure 1.1: Example of an atom structure. Energy scales are for Rb atoms.

13



out this chapter.

• Vibrations in stretchmodes donot add any additional angularmomentum. Instead, they repli-

cate the same angular momentum structure, typically separated by tens of terahertz (THz).

• Rotations (visualized as head-to-tail motion) do add angular momentum, which is commonly

denoted asR.

• The intermediate angular momentum excluding rotation is given by:

Ja = L+ S

whereL is the electronic orbital angular momentum and S is the electronic spin.

• The total angular momentum, including rotation, is:

J = L+ S+R

• In linear molecules, the projections of angular momentum vectors onto the internuclear axis

are good quantum numbers:

– Λ: projection ofL

– Σ: projection of S

– Ω: projection of Ja

1.2.1 From spherical symmetry to cylindrical symmetry

Since the internuclear axis reduces the symmetry of the molecule from a spherically symmetric atom,

the projections of angularmomentum vectors onto the internuclear axis are good quantumnumbers:
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Λ is the projectionofL, Σ is the projectionofS, andΩ is the projectionofJ. The angularmomentum

itself is not guaranteed to be a good quantum number.

Thus, the labels of the electronic states used in atoms should be mapped onto projections:

Λ = 0

Λ = 1

Ω = 3/2

Ω = 1/2

Ω = 1/2

2Π3/2

2Π1/2

2S+1 “Λ” Ω
“Λ”: Σ, Π, Δ,Φ,	...

2Σ1/2 Usually written as 2Σ!, because 
(absolute) ground state parity is 
positive and  |Ω| = 1/2 is obvious

• Λ : Orbital angular 
momentum projection
• Σ: Spin angular 

momentum projection
• Ω= Λ + Σ (Ja = L + S)

~100s of THz

~10 THz

Figure 1.2:Mapping atom structure to projection labels.

1.2.2 Born-Oppenheimer Approximation

TheBorn-Oppenheimer approximation states that, to a good approximation, themotionof thenuclei

is decoupled from the electronic behavior14. For details, see Refs.35,15.
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1.2.3 Vibrational States

Vibrations in molecules arise from the motion of the nuclei. Therefore, by the Born-Oppenheimer

approximation, to first order, we do not need to worry about vibrational states coupling into the an-

gular momentum structure. One example of a breakdown of this approximation is the Renner-Teller

coupling18, whichwill be explained later inChapter 2when discussing the Ã2Π(020) state structures.

However, we will not worry about those states for now. In states where the Born-Oppenheimer ap-

proximation holds well, vibrational states form the next hierarchy after electronic structure. The en-

ergy scales of these vibrations are on the order of 10 THz. Each vibrational quantum gives rise to a

vibrational manifold, which does not add angular momentum; thus, within each vibrational mani-

fold, there are exact copies of the angular momentum structure.

1.2.4 Rotational States

Another major difference from atoms is the rotational structure of molecules. In diatomic molecules,

the head-to-tail rotation gives rise to rotational angular momentum with ∼ tens of GHz frequency

(or energy). This angular momentum is usually denotedR, and its projection along the internuclear

axis is denotedKR.

Depending on the molecular state, the hierarchy of angular momentum components changes.

These different hierarchies are categorized into five types called Hund’s cases. In this thesis, we cover

Hund’s case (a) and (b), which are relevant to the states we work with.

In diatomic molecules, we do not consider rigid-body rotation around the intermolecular axis be-

cause the moment of inertia along that axis is zero. Exciting a rotation around this axis would require

infinite energy, even to reach theminimally quantized rotation that carries angularmomentum ℏ, and

thus is not experimentally meaningful.
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Hund’s case 
(a)

Hund’s case 
(b)

Λ = 0

Λ = 1

Ω = 3/2

Ω = 1/2

J = 1/2

2Π3/2

2Π1/2 “Hund’s case (a)”

“Hund’s case (b)”
X

A

~100s of THz

~10 THz

2Σ!

Figure 1.3: Top: How angular momenta add in different Hund’s cases. Bottom: Illustration of how to add rotational energy

ladders in the hierarchy: either after the spin-orbit coupling (case (a)) or before the spin couples to the orbital angular mo-

mentum (case (b)). TheΣ ground state is Hund’s case (b), and theΠ excited state is Hund’s case (a).
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1.2.5 Hund’s Case

The intuitive picture ofHund’s cases is the following: when adding the rotational angularmomentum

projection to the other angular momentum projections, where should it be added?

In Hund’s case (a), KR is added after adding Λ and Σ, meaning it is added last in the hierarchy.

Therefore, Ω remains a good quantum number, and the total rotational quantum number excluding

nuclear spin, J, and its projection P = Ω + KR are also good quantum numbers. This P quantum

number is sometimes referred to as the ”total projection quantum number.”

In Hund’s case (b), R is added to L first, resulting in the rotation quantum number excluding

spin,N = L+R. Therefore, Ω is no longer a good quantum number in this case. The electron spin

angularmomentumS is then added toN to formJ = N+S. Note that inmore general (polyatomic)

molecules, the definition ofN includes additional components, which will be explained later.

1.2.6 Λ-type doubling

Λ-doubling is a small energy splitting that occurs inmolecules with nonzero electronic orbital angular

momentum projected onto the internuclear axis. The electronic wavefunction has two degenerate

components corresponding to +Λ and −Λ. These would be exactly degenerate in the absence of

additional interactions. However, rotational and vibronic interactions lift this degeneracy slightly,

resulting in a splitting of each rotational level into two closely spaced sublevels of opposite parity.

This effect is known as Λ-doubling. The splitting increases with rotational quantum number J, and

is often labeled using parity labels such as+ and−. In many spectroscopy papers, the e and f labels

are used to describe symmetries; these do not correspond one-to-one with + and − parity, as they

represent a combination of parity and total angular momentum19.
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1.2.7 Hyperfine Structure

For completeness, we introduce thenuclear spin I. Adding this toJ gives the total angularmomentum

F. In our experiments, hyperfine structure was on the order of 1 MHz and was unresolvable.

1.3 Linear triatomic molecules

1.3.1 More types of vibration

In linear triatomicmolecules, there are three distinct vibrational modes: antisymmetric stretch, bend,

and symmetric stretch, denoted by vibrational quantum numbers (v1, v2, v3), respectively.

1.3.2 The bending mode

The v2 mode is doubly degenerate, as the bending can occur in two perpendicular planes. Linear su-

perpositions of these bendingmotions result in a kinked triatomic molecule rotating either clockwise

or counterclockwise about its symmetry axis, giving rise to angular momentumG and projection ℓ

(though it is technically a vibrational state). For example, in the v2 = 1 mode, there are two states

with ℓ = ±1, denoted |v±1
2 ⟩. Coriolis interactions lift the degeneracy between the even and odd

parity states |v+1
2 ⟩ ± |v

−1
2 ⟩, resulting in a parity doublet of size∼ 10MHz40 (see Fig. 2 and Fig. 3).

Note that ℓ can only take values |ℓ| = v2 − 2n, where n = 0, 1, 2, . . .. This arises from properties

of 2-D harmonic oscillators49.

In linear triatomic molecules, the definition ofN includesG, soN = L+R+G.

1.4 Selection rules and optical cycling

Sincemany of the previous theses in theDoyle group cover details of the selection rules, this thesis will

focus on the essential concepts.
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For vibrational modes, there are no strict selection rules. Some decays are still more favored than

others (higher branching ratios). This is largely due to better overlap between ground and excited

vibrational wavefunctions.

The Franck-Condon factor qv′,v′′ quantifies how well the vibrational (nuclear) wavefunctions are

overlapped:

qv′,v′′ =
∣∣∣∣∫ ψ∗v′(R)ψv′′(R) dR

∣∣∣∣2
where ψ∗v′(R) and ψv′′(R) are the vibrational wavefunctions in the excited and ground electronic

states, respectively.

Decays with higher Franck-Condon factors have higher probabilities. The decay probability also

scales with ω3, where ω is the angular frequency of the transition.

Molecules such as SrOH and YbOHwere chosen because their branching ratios are more control-

lable than most other molecules—decays to higher vibrational states are highly suppressed due to the

high Franck-Condon factor between the Ã2Π1/2(000) excited state and the X̃2Σ+(000) ground state,

which is about 90%40,42.

For rotational selection rules (E1 decays), ΔJ ≤ 1 must be satisfied, and the parity must flip. Be-

tween the Ã2Π and X̃2Σ+ states, a closed cycle can be established by exciting from the N = 1−,

J = 1/2, 3/2 states to the Ã2Π,J = 1/2+ state (see Fig. 1.4)55. The Ã2Π,J = 1/2+ state will

always decay to theN = 1−, J = 1/2, 3/2 states, since the next highest J state with negative parity

is theN = 3−, J = 5/2 state. Note that theN = 2+, J = 3/2, 5/2 state has positive parity. Also

note that theN = 1−, J = 1/2, 3/2 states in the ground X̃2Σ+ manifold have more sublevels than

the Ã2Π,J = 1/2+ state. Transitions with more ground than excited sublevels are called type-II

transitions and require additional care when implementing laser cooling.
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Figure 1.4: Diagram of rotational selection rules
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2
Magneto-optical Trapping of SrOH

In this section, we describe the procedures to laser cool SrOH using 12 (initially 10) different laser

frequencies. We begin by detailing how the molecules are produced in a cryogenic buffer gas beam

(CBGB). Then, we discuss radiative slowing and magneto-optical trapping of SrOH. This thesis fo-

cuses on technical details that were not immediately obvious at the outset. For further information,

see Alexander Frenett’s thesis. Finally, we discuss in-MOT spectroscopy used to identify additional

repumping states that improve the MOT.
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2.1 Production

2.1.1 Buffer Gas Beam Source and Cell Design

Laser slowing region
MOT region

1.5m
Production

Sr

Chemical 
enhancement laser

Ablation laser

Water
Helium

Figure 2.1: Overview of the buffer gas beam source and beamline for the SrOH experiment.

We start with a 2 K source of molecules produced in a buffer gas cell. We constructed a beam box,

described in detail in Appendix A. In this 2 K cell, SrOHmolecules are produced and extracted into

the slowing beamline.

Production begins by ablating a Sr metal target with a pulsed Nd:YAG laser at 532 nm. This laser
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is typically run at∼ 20 mJ per pulse. Room-temperature water vapor is flowed in to react with the

ablated Sr and produce SrOH. Thewater vapor is fed through heated fill lines (described in Appendix

A), which are usually kept at∼ 285 K.

To enhance the chemical reaction, the strontium atomic transition is driven to the metastable 3P1

state. The chemical enhancement laser at 688 nm is operated with ∼ 1 W of power and a beam

diameter of∼ 1 mm.

This facilitates the reaction

Sr+H2O→ SrOH+ (other products),

bymaking the reaction exothermic, which improves SrOHproduction efficiency36,16. The helium in

the buffer gas cell thermalizes with the cold cell walls, cools the SrOH molecules, and entrains them

into a molecular beam with a forward velocity of approximately∼ 100 m/s. For this experiment, we

use the isotopologue of SrOHwithout nuclear spin on the Sr atom, nameley 88SrOH.

2.2 Radiative Slowing

2.2.1 Repumping Vibrational States

As explained in the Introduction and Molecular Structure chapters, although the Ã2Π1/2 (000) ex-

cited state decays back ∼ 90 percent of the time to the X̃2Σ+ (000) ground state, SrOH has non-

negligible branching ratios to several vibrationally excited states (referred to as ”vibration states”)

within the electronic ground manifold. To scatter order 104 photons,* we initially combined 10 dif-

ferent laser frequencies, each addressing a different vibrational state.

The laser cooling scheme was based on spectroscopy results identifying which vibrational states

*this would allow a deceleration from 100 m/s to 10 m/s with less than 1/e loss to unaddressed states.
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Figure 2.2:Measured forward velocity of SrOH from the buffer gas source.
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become populated as photons are scattered from SrOH42. The main transition is at 688 nm, driving

the X(000) state to the A(000) state. No other repumping transitions go through the A(000) state

in order to maintain a high scattering rate on the main line. This is because, as more ground states are

coupled to a given excited state, the effective scattering rate decreases proportionally due to stimulated

emmision into less poulated ground states.

For each repumping laser, wemeasured the rate at which it pumpsmolecules out of its correspond-

ing vibrational state. Generally, this was done by first populating the vibrational state of interest (by

turning on only repumps formore frequently populated states) and then turning on the repump laser

of interest for a variable duration. We then measured how much population was pumped back into

the ground state as a function of time. Although the repump transition strength can be roughly esti-

mated from the change in vibrational quantum number, it is important to know the exact pumping

rate to determine which repump transition limits the overall repumping rate.

The following model explains how to determine whether a repump transition is bottlenecking the

overall scattering rate. Let f̄i denote the branching ratio to the i-th vibrational state. For an optical

cycle involving multiple excited states, f̄i can be taken as the weighted average of the branching ratios

among the excited states, based on how often each is visited. These averages can be obtained by con-

structing a Markov chain model using the measured branching ratios. Let Γi denote the repumping

rate out of state i. One might naively expect that Γi = Γin, where Γin is the rate at which molecules

are pumped into state i, is sufficient. However, this is not the case.

The scattering rate for the full optical cycle is given by the harmonic mean of the scattering rates:

Γcycle =
1∑

i f̄i/Γi
. (2.1)

This is analogous to calculating an average velocity. If a particle travels distances xi at speeds vi, then

the average velocity is:
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vavg =
xtotal∑
i xi/vi

. (2.2)

In this analogy, f̄i represents how long a molecule typically spends in a particular vibrational state,

and
∑

i f̄i/Γi represents the average time spent per photon scatter.

To illustrate the dependence of Γcycle on repumping rates, we consider a simple case. Let i = 0

represent the ground stateX(000), and i > 0 represent excited vibrational states. Themain scattering

rate is Γ0 ≈ 2 MHz, set by the rate at which we polarization switch to destabilize dark states. When

analyzing a partial optical cycle, we renormalize the f̄i values to sum to 1.

In this setup, transitions with large fi/Γi will bottleneck the cycle. For the cycle to not be limited

by these repumped states:

fi/Γi ≪ f0/Γ0. (2.3)

This implies:

Γi ≫
(
fi
f0

)
Γ0 =

Γin
f0
≃ Γin. (2.4)

Thus, Γi = Γin is not sufficient for maintaining a high Γcycle. Ifm repumping transitions each have

rate Γi = Γin and the others satisfy Eq. 2.4, then Γcycle will drop by a factor ofm. If n repumped states

all have limiting repumping rates of Γi = nΓin, then Γcycle will decrease by a factor of 2. A practical

requirement for efficient repumping is:

Γout/Γin ≳ n.

This rate equationmodel does not capture dynamic processes like slowing and trapping that occur

on timescales of∼1–10 ms. Therefore, an additional condition is needed: Γi ≳ 1 kHz, regardless of
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Figure 2.3: The scattering rate of the optical cycle,Γcycle, relative to themain transition scattering rate,Γ0, as a function of
the characteristic repumping strengthΓout/Γin for different repumping schemes involving 2–10 lasers (top to bottom). As
the number of repumped states increases, the required repumping strength increases. The Γcycle/Γ0 = 0.5 line (dashed)
occurs whenΓout/Γin equals the number of repumped states. Adapted fromRef. 43.

the value of Γout/Γin. For instance, if a molecule remains in a dark state for∼10 ms, it will likely be

lost from the trap, even if that state is populated only after∼100 ms. Consequently, for repumping

transitions that occur late in the optical cycle (i.e., (Γin)−1 ≳ 10ms), the actual required Γimay exceed

the estimates based on this simple model.

2.2.2 Building daisy-chained SFG systems

To build a robust system with 10 different laser frequencies, some of which exceed 1 W in power, we

use high-power SFG systems. We combine two high-power IR lasers on a PPLN crystal to create sum-

frequency light for our repump transition lines. Our X-B transitions mostly lie around 630 nm, and

this wavelength can be conveniently generated by combining a Yb fiber amplifier at approximately

1064 nm and an Er fiber amplifier at around 1550 nm. TheX-A transitions lie around 690 nm, which

are made by combining a Yb fiber amplifier at around 1064 nm and a Tm fiber amplifier at approx-
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imately 1900 nm. For the Yb+Tm amplifiers, we ordered modules directly from Pecilasers that in-

cluded combining optics pre-aligned in the laser head module, except for the chemical enhancement

laser at 688 nm. For this laser, we combined dumped 1900 nm light from the main line module with

separate 1064 nm light. This setup required ordering specific optics for 1900 nm light, and alignment

using thermal IR cards. For the Yb+Er fiber amplifier system, we purchased the amplifiers and PPLN

crystals from Pecilasers and performed the alignment ourselves. This allowed us to split some fiber

amplifier power across multiple SFG systems and to ”daisy chain” some of them, as explained below.

For SFG systems requiring over∼ 1 W of power, we used a ”simple” setup: carefully overlapping

two IR beams in a PPLN crystal to convert the light into a visible wavelength. It is important to

ensure that not only the pointing but also the focus of the two IR beams is overlapped. The focal

point should be at the center of the PPLN crystal, which is mounted on a translation stage for fine

position adjustments. The temperature of the PPLN crystal can be tuned to optimize conversion

efficiency, which generally follows a sinc function of temperature. Under well-optimized conditions,

we achieve up to about 0.08/W efficiency (8 W of visible light output from 10W× 10W IR input).

Note that the output power is proportional to the product of the input IR powers.

For lower-power SFG systems, we implemented cost- and space-saving strategies. One simple strat-

egy is to split one of the IR beams into two different SFG systems. In this method, two separate

amplifiers are still needed for the other IR wavelength. Another strategy is to seed one of the IR am-

plifiers with multiple frequency seeds, so that it outputs several different frequencies. This beam is

then overlapped with the second IR beam and passed through multiple PPLN crystals in series, each

with its own optimized temperature setting for a specific target frequency. Examples of such systems

are shown in Fig. 2.4.
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Figure 2.4: Schematic of a sum-frequency generation laser system (top-right) and an example optical path for producing

three repumping laser wavelengths via daisy-chained crystals (bottom). Retrieved fromRef. 43.
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2.2.3 How to avoid burning SFG crystal oven cases

When aligning high-power IR light into SFG crystals, it is important to ensure the IR beams are not

misaligned with other components (such as the crystal casing), as the focused high-power beams can

easily cause damage.

The first rule is to verify that visible light is coming out of the SFG crystal at low power before in-

creasing the IR beam intensity. Turning up IR power without visible output is extremely dangerous,

as it suggests misalignment. We have damaged multiple SFG crystals by ignoring this principle.

Another important point is to treat any SFG alignment as ”incomplete” if any modifications were

made on the same optical breadboard—even if no upstream components were touched, if the stabil-

ity/make of the breadboard is unknown. In one case, we used a very old breadboardwhere tightening a

screw downstream introduced enough stress to misalign previously aligned optics. This led us tomis-

takenly ramp up the IR power without rechecking alignment, resulting in a burned plastic housing

and a destroyed SFG crystal. We subsequently replaced the breadboard with a sturdier one.

In addition to strictly following the safety protocol of checking for visible light output at lowpower

before increasing IR power, we took further precaution by constructing metal covers to replace the

plastic housings. These covers, machined byXometry, weremade of black anodized aluminum (6061-

T6) to withstand accidental exposure to high-intensity light.

2.2.4 Combining the slowing lasers

Each of the repump lasers is sent through optical fibers to the mainMOT table. For laser frequencies

that require less than 1W, a standardThorlabsPMfiber is used todeliver the light. However, for higher

powers, regular PMfibers are limited by stimulated Brillouin scattering (SBS). SBS occurs because the

incoming light nonlinearly interacts with phonons inside the fiber core, resulting in backscattering

at a down-converted frequency. To avoid significant SBS, photonic crystal fibers (PCFs), which have
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much higher SBS limits than regular silica-core fibers, are used. We ordered PCFs with high-power

connector ends fromAlphanov. The fiber is LMA-PM-15, and the connector at both ends is SMA-6,

8° +/- 1° (including an end-cap< 100 μm and handling up to 6W loss). We can transmit up to about

3W of 630 nm light through a 10 m PCF of this type. The SBS power limit scales inversely with fiber

length, so a 5 m PCF can carry twice that power.

It is important to have the high-power connector on the input side because, for example, if you

are coupling 5 W of power into the fiber with 70% efficiency, you are dumping 30% of that power—

1.5 W—into the connector. The output side is less critical, so we ordered a 2 W connector there to

reduce cost. When coupling into these PCFs, handle the bare fiber tip with extreme care. It has no

plastic protection and is surrounded by air to manage high power, making it very easy to break.

Using PCFs and regular silica PM fibers, all laser frequencies are brought to the MOT table and

combined. In general, longer wavelengths are combined upstream and shorter wavelengths down-

stream along the beam path. However, many laser frequencies are so close that it is impossible to

achieve high combining efficiency with only dichroic beamsplitters.

One useful trick is to combine two nearby frequencies using a polarizing beam splitter (PBS). As

explained later, the polarization of the slowing beam is rapidly flipped during slowing using a Pockels

cell. Thus, either horizontal or vertical polarization can be selected for each laser frequency. This trick

is limited to two polarizations, so to combinemore than two nearby frequencies, we use Bragg grating

notch filters (commonly called Optigrates in our lab). These reflect a very narrow frequency band (a

few hundred GHz) when aligned at the correct Bragg angle, and pass all other frequencies.

Using Optigrates, one can combine closely spaced frequencies with high efficiency. In theory, any

number of nearby frequencies can be combined, thoughOptigrates aremore expensive than standard

dichroicmirrors. EvenwithOptigrates, combining very closely spaced wavelengths (≲ 100GHz) can

be challenging due to the strict angular alignment required, which often necessitates a micrometer-

controlled rotation stage. We used both the PBS and Optigrate techniques to combine all required
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frequencies.

2.2.5 White light broadening

When slowing molecules with laser light, it is important to ensure they remain resonant with the

counter-propagating laser beam despite Doppler shifts as they decelerate. In our initial implemen-

tation of SrOH slowing, we used a method called white-light slowing. This technique broadens the

frequency of each slowing and repump laser sufficiently so that molecules always see a resonant side-

band.

Each laser is passed through a resonantly driven electro-optic modulator (EOM) crystal operating

around 4 MHz. The EOM is highly overdriven, producing approximately 100 sidebands that span a

range of 300 − 400 MHz. Throughout the slowing process, molecules are resonant with one of the

sidebands spaced roughly 4MHz apart, since the natural linewidth is about 7MHz.

As discussed in the molecular structure section, most transitions in SrOH have spin-rotation (SR)

splitting of ∼ 110 MHz. With a broadening of ∼ 300 MHz, both SR sidebands can be addressed,

ensuring resonance as the Doppler shift decreases from∼ 150MHz to 0MHz during slowing.

For high-power lasers, we keep the frequencybroadeningminimal tomaximize powerper sideband.

Later, we transitioned fromwhite-light slowing to chirped slowing, which is explained in a subsequent

section.

2.2.6 Initial slowing to 50 m/s and to 25 m/s

To initially verify that slowing was working, we first tested slowing to 50m/s, as it was a relatively easy

signal to confirm thatwe could slow themolecules at all. Since the required velocity change is relatively

small, there is more tolerance in the center frequencies of the slowing lasers. Velocity detection was

performedbydirecting the (100) repump laser beamat 45degrees into the detection chamber and also
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exciting the main transition. We optimized for the highest number of detected molecules at 50 m/s.

Then, we scanned the frequency of each repump laser individually to determine the frequency range

that yields the optimal number of slowed molecules.

Having identified acceptable frequency ranges for slowing to50m/s,weproceeded to slowmolecules

to 25 m/s. We repeated the frequency scans again to determine the optimal frequency range for each

laser. The number ofmolecules that could be slowed to 25m/swas significantly lower than for 50m/s,

but still sufficient to confirm effective slowing. The results of slowing to 25 m/s are shown in Fig-

ure 2.5.

To enable capture in aMOTwith reasonable parameters, it is generally necessary to slowmolecules

to about 10m/s (of course, it highly depends on themolecular species, laser cooling scheme, andMOT

parameters). For example, inside theMOT region, if each photon kick slows a molecule by 5mm/s at

a 1MHz effective scattering rate over a 1 cm distance, a total slowing of 10m/s is achievable. However,

CaF and CaOH experiments in our group have had difficulty ensuring that slowing to 10 m/s works

effectively, primarily due to the low detectable signal in that velocity class. Therefore, we chose to

proceed directly to MOT trapping once we confirmed that slowing to 25 m/s was successful.

2.2.7 Adjustments in frequencies required to slowtoMOTcapture veloc-

ity

When moving on to slowing to 0 m/s (or the MOT capture velocity), the following naïve idea led to

inefficient slowing. Say the optimal frequency of a certain repump (or the center of the acceptable

range for optimal slowing) to 50 m/s is f50, and the optimal slowing frequency for the same laser for

slowing to 25 m/s is f25 = f50 + fx. Then, one may naïvely think that the optimal frequency to slow

and stop the molecules to 0 m/s is f0 + 2fx. However, this logic only holds in an ideal world where

the initial velocity distribution is a delta function and all measurements are perfect. In reality, due to

imperfections in the measurements, back-of-the-envelope calculations suggested that some of these
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Figure 2.5: Results of slowing to 25m/s. We observe increased accumulation of molecules in the lower velocity classes in

the slowed case compared to the no-slowing case.

extrapolated frequencies were either too blue-detuned to address the fast molecules at the beginning

of the slowing, or too red-detuned to slow the molecules to a slow enough velocity.

Although at this point of the experiment we were not completely trapping the molecules (this was

with a d = 1 cm diameterMOTbeams), adjusting slwoing laser frequencies based on the calculations

done in this section allowed us to further optimize other elements of slowing with better signal-to-

noise ratio to begin with.

In fact, as explained in the paragraph about the main line EOM broadening below, we were at risk

of tuning the main line ((000)) laser and the (010);N = 2 repump laser in a frequency range with

very few slowed molecules (see Fig. 2.8 and Fig. 2.7) if we had not been aware of this calculation

and had not overbroadened one of the white-light EOMs as a safeguard. Evidence for this was taken

after we had a completeMOT (as opposed to nearly trappedmolecules byMOT-like forces) and each

slowing laser frequency scanned as a function of MOT number.

We put together a spreadsheet that theoretically calculates the ideal center frequency for each slow-

ing laser, based on spectroscopy of each repump transition and the measured broadening of each
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Table 2.1: Comparison of extrapolated and adjusted laser frequencies. The first six columns are in MHz (only the last four

digits shown). Wavelength is in nm. The last three columns are in m/s. Seemain text for details.

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Laser Freq. Lower res. Upper res. EOMwidth Broad. low freq. Broad. high freq. Wavelength Addr. high v Addr. low v v span

Extrapolated frequencies (retrieved from laboratory notes on 2023/11/16)

main 8147 8078 8187 455 7919.5 8374.5 688 109 -129 238
(100) 1650 1751 1860 388 1456 1844 631 186 10 176
(200) 8800 8738 8847 348 8626 8974 630 71 -80 151
(010);N=2 9050 8875 8875 469 8815.5 9284.5 675 40 -276 317
(110);N=1 0550 550 660 320 390 710 624 100 -31 131
(010);N=1 4350 4245 4348 312 4194 4506 624 32 -99 130
(0200) 7050 7073 7183 462 6819 7281 638 162 -63 225
(0220) 8950 8945 8945 334 8783 9117 697 113 -120 233
(300) 0550 548 655 317 391.5 708.5 711 111 -38 149

Adjusted frequencies (retrieved from laboratory notes on 2023/11/29)

main 8145 8078 8187 455 7917.5 8372.5 688 110 -128 238
(100) 1700 1751 1860 388 1506 1894 631 155 -21 176
(200) 8750 8738 8847 348 8576 8924 630 102 -49 151
(010);N=2 8950 8875 8875 469 8715.5 9184.5 675 108 -209 317
(110);N=1 0550 550 660 320 390 710 624 100 -31 131
(010);N=1 4300 4245 4348 312 4144 4456 624 63 -67 130
(0200) 7050 7073 7183 462 6819 7281 638 162 -63 225
(0220) 8950 8945 8945 334 8783 9117 697 113 -120 233
(300) 0550 548 655 317 391.5 708.5 711 111 -38 149

white-light EOM. Table 2.1 shows how the calculation was done. The first column shows the set

frequencies of each laser. Only the last four digits of each laser frequency (inMHz) are shown for sim-

plicity. For example, a laser frequency of 435968102 MHz is shown as 8102. The next two columns

(2 and 3) show the two spin-rotation (SR) transition frequencies, measured during fine spectroscopy.

When there is only one SR component to repump (e.g., the N = 2 states), the same frequency ap-

pears in both columns. The frequency shift due to switching AOMs (typically 80MHz) is taken into

account. Column 4 lists the white-light broadening range (in MHz), measured experimentally using

a transfer cavity. Columns 5 and 6 show the calculated frequency range covered by the white-light

broadened laser. Column 8 shows the maximum velocity addressed by the laser, derived from the

comparison of columns 2 and 5. Similarly, column 9 shows the minimum velocity addressed, derived

from columns 3 and 6. A negative value here implies that the laser can even address molecules mov-

ing in the same direction, confirming that the ”0 m/s velocity class” is addressed. The wavelength

data in column 7 was used to convert detunings to velocities. Finally, column 10 shows the span of
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addressable velocities for each EOM broadening.

From this table, we see that some of the frequencies are on the edge of being able to address all

desired velocity classes. The (100) repump appears to barely address the slowest velocity classes near

the end of the slowing process. In contrast, the (200), (010);N = 2, and (010);N = 1 repumps

seem to miss molecules in the∼ 100 m/s velocity class at the beginning of the slowing.

As shown in Fig. 2.6, we saw immediate increase in slowed molecule signal as we modified the fre-

quencies according to this calcuation. We first updated the (100) repump frequency, which appeared

most important among the frequencies that were calculated to be suboptimal. After this showed im-

provement, we updated other frequencies that were suboptimal according to our model. After other

improvements, explained later, we were able to achieve a MOT to perform good frequency scans on.

The MOT number scans as functions of the repump frequencies of the (100), (010);N = 1 and

(010);N = 2 lasers are shown in Fig. 2.8. These scans were done after fully optimizing the MOT,

after increasing the MOT beam diameters from d = 1 cm to d = 2 cm, which have a higher capture

velocity than the initial MOT (i.e., it allows for more headroom in tuning the repump frequencies to

the lower frequency side). We see that indeed the laser frequencies we calculated to be suboptimal lie

on the edge of sharp cutoffs in the resulting MOT number. In particular, we were operating around

a critical cutoff for the (100) repump laser frequency, which explains the improvement by fixing only

the (100) repump frequency in Fig. 2.6. We also performed a scan of the main line slowing laser (af-

ter obtaining a separate main line laser for the MOT), in the d = 2 cm MOT. As the calculations

suggested, the safeguard broadedning of the main line from 300MHz to 450MHz was necessary for

efficient slowing, as the laser cooling frequency lies on the very edge of the range of effective slowing

frequencies even after broading the EOM to 450MHz, as shown in Fig. 2.7.

The main line (and the lasers sharing the same EOM: (010);N = 2 and (0220)) was initially

broadened to ∼ 450 MHz to cover both extrapolated and calculated frequency ranges. This is why

it seems to address molecules on the very slow side (rather than centered in the calculated optimal

37



(a)

(b)

(c)

Same data as right above, plotted on a non-saturated color scale

MOT condition Anti-MOT condition Difference

Figure 2.6: Slowed molecular signal (”MOT-like forces”) before and after fixing the repump laser frequencies. From left to

right is the ”MOT condition” (light polarization switching in phasewith the B-field), ”anti-MOT condition” (light polarization

switching out of phase with the B-field), and the difference . (a): Using frequencies extrapolated from optimal frequencies

slowing to 25 m/s and to 50 m/s. (b): Just changing the (100) repump laser to the frequency based on calculations. All

other lasers were the same as (a). (c): All lasers switched to calculated optimal frequencies. All three datasets were taken

consecutively (in the order of (a)→(b)→(c)), without changing the ablation spot (thus minimizing ablation fluctuations).

Each dataset was averaged over approximately fiveminutes. The first three rows use the same color scale for comparison.

The last row is the same data as the third row, but plotted using amore reasonable color scale.
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Figure 2.7: Frequency scans of the mian line laser in the d=2cm MOT. This data was taken after the MOT diameter was

expanded fromd = 1 cm tod = 2 cm (see Section 2.3.8). All other laser frequencies were kept at optimal while scanning

themain line laser. Thevertical linedenotes themain line frequency. Thisdatawas takenwith themain linewhite-lightEOM

broadening kept at450MHz, guided by the calculations, instead of the initially planned300MHz (seemain text). Without

this safeguard, the plateau region where the laser cooling is effective would have effectively shrunk by∼ 150MHz, or

∼ 75MHz on each side, which would havemade the laser slowingmuchmore inefficient.
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Figure 2.8: Frequency scans of repump lasers in theMOT. This datawas taken after theMOT diameter was expanded from

d = 1 cm to d = 2 cm (see Section 2.3.8). All other laser frequencies were kept at optimal while scanning each laser.

The orange vertical line denotes the extrapolated frequency, and the green line denotes the frequency modified guided by

calculations. We see that the calculation is effective in pointing out the repump frequencies that are around a cutoff for

the resulting MOT number. This data was taken with the (010);N = 2 white-light EOM broadening kept at 450MHz,

instead of the initially planned 300MHz (see main text). Without this safeguard, the orange line would have effectively

shifted (450− 300)/2 = 75MHz evenmore to the right.

frequency range) in Table 2.1. Although unintentional, this initial investment ultimately played a key

role in keeping the (010);N = 2 repump frequency in the effective range. As shown in Fig. 2.8,

the (010);N = 2 laser was already set to too high a frequency, placing it midway on a slope of the

MOTnumber decrease. Ifwe hadnot broadened this frequency alongwith themain line frequency to

450MHz instead of 300MHz, the lowest frequency it could have hit was (450−300)/2 = 75MHz

higher, whichwould have shifted it entirely above the slope to a frequency range that does not address

any effective slowing.

2.3 Magneto-optical trapping

2.3.1 Introduction to RFMOTs

A crucial step towards directly laser-cooledmolecules is trapping them in aMOT.We first reviewwhy

we use an RF MOT and how it works. When cycling photons on molecules, we use type-II transi-

tions, i.e., transitions that have more magnetic sublevels in the ground state than in the excited state,

because it is required to have larger angular momentum in the ground state to maintain rotational

40



closure55. Thus, with a single polarization light in a constant magnetic field, magnetic dark states are

unavoidable.
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Figure 2.9: Diagram showing the mechanism of magnetic dark states being remixed in an RF MOT, in the case of a J’=
1/2←J”= 3/2 transition.

One way to remix these magnetic dark states is to switch both the light polarization and the mag-

netic field direction in the time domain5. The remixing frequency should be on the order of or larger

than the single-photon scattering rate so that it does not limit the scattering rate. Figure 2.9 depicts

the mechanism of the dark state remixing. In this method, every molecule that is bright to the light

experiences a net force towards the center of the MOT, thus trapping occurs. Since the MOT beams

are red-detuned, there is also Doppler cooling at the center of the MOT, where the B-field is low and

the Zeeman shifts are minimized. In the SrOHMOT, we use a detuning of about 1Γ ≈ 7 MHz (see

Fig. 2.10).
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Figure 2.10:MOTnumber as a fucntion of themain line laser frequency.

2.3.2 Optical setup

Our main line laser (initially we split off from the slowing main line laser, and later we purchased a

separate laser for just theMOT) goes through an optics breadboard that handles frequency, intensity,

and polarization switching. The overview of this board is shown in Fig. 2.11.

First, the beam is sent through a double-pass AOD, whose frequency and driving power are con-

trolled by a voltage-controlled oscillator (VCO) (Mini-Circuits ZOS150) and a voltage-variable at-

tenuator (VVA) (Mini-Circuits ZX73-2500-S+), respectively. These frequency and power controls

were not only useful for initial scans of theMOT parameters, but also played an important role when

shifting frequencies and powers for sub-Doppler cooling, explained in the next chapter.

Next, the beam goes through a Pockels cell, driven by a square wave at 1.4 MHz. We purchased

Model 350-210-01-RP KD*P EOM andModel 25D Driver from Conoptics. Note that no polariza-

tion cleanup elements (such as PBSs) can be placed after the Pockels cell, since the light must switch
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Figure 2.11: AODboard setup.

between two opposite polarizations.

Then the beams are fiber-coupled to anAOMto split into 110MHz sidebands. Each SR sideband is

then passed through a half-wave plate (HWP) to produce opposite polarizations. A pickoff is added in

one of the arms tomonitor polarization. The picked-off light is passed through a PBS, and the vertical

and horizontal polarization components aremonitored on a photodiode. See the later section for how

the phase of the light polarization switching was synchronized with the magnetic field switching.

The light then goes into a 2x4 fiber beam splitter (later replaced by a 4x4 splitter, explained in the

sub-Doppler cooling section - this was a custom-made order from Evanescent Optics Inc.), where

the two inputs accept each of the SR components and equally split them into four outputs. Three

outputs are used for the x, y, and z MOT beams, and the fourth output is sent to a photodiode to

monitor power. The power monitor signal is fed back into the VVA controlling the AOD, stabilizing

MOT beam power and allowing precise external control.

(Here are the specificationsof the 4x4 splitter: 4x4 splice-less PMcoupler array,wavelength687.5nm,

ratio tolerance per individual coupler +/- 4%, excess loss per input <0.3dB (excluding connectors),

output PER <-19dB, Corning PM63-U25D fiber, pigtail lengths 5m, pigtails sleeved with 3mmOD

43



sleeving, FC/APC connectors on all ports (keyed to slow axis), housed in aluminum enclosure 4” x

3.5” x 0.5”)

Immediately after the three outputs of the 2x4 splitter, the light passes through quarter-wave plates

(QWPs) to convert linear to circular polarization. When the linear polarization is switched, the result-

ing circular polarization switches as well.

2.3.3 How to build the coils

We ordered coil plates to be made by Remtec. The coils are gold-plated copper printed on a ceramic

base. The coils are designed such that, when driven in an anti-Helmholtz configuration separated by

1”, the magnetic-field gradient is 4 G/cm per 1 A of current.

Next, the coils are mounted to the top flange of the MOT chamber. The top flange, manufac-

tured by Ancorp, which has the same dimensions as CF800XCF275X6CF133T-MCF, but is made

of titanium and the mini-CF ports are machined onto the face of the 8” flange instead of welding on

separate flanges. The MOT chamber is a stainless steel chamber, blackened internally with MH2200

spray paint. Four 3/8” vacuum feedthroughs descend from the top flange to mechanically and ther-

mally attach the top coil. Two of the external rods are water-cooled. The bottom coil is attached to

the top coil using custom-made 101 copper rods (1.00” long, 3/8” diameter) with vent holes.

We also used a four-pin electrical feedthrough EFT0543052 from Lesker for the driving current.

All connections were made using lug connectors and push-in sockets, avoiding the need for soldering

inside the vacuum.

We then blackened the chamber using UHV-compatible spray paint MH2200. The painting was

done using a Thorlabs airbrush and a high-pressure nitrogen bottle. The CF flange knife-edge was

protected by a copper gasket, and areas not to be painted were masked with Kapton tape.

After blackening, the coils, flange, and mounts were baked at 100◦C overnight in a vacuum oven.
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2.3.4 How to drive the coils

The coilswere driven by a resonant LCcircuit (tank circuit) to enable efficient power transfer from the

RF amplifiers. We generated sinewaves using aRigol function generator, amplified byENI 550L50W

”big blue” RF amplifiers. The RF current entered the tank circuit box, where impedance matching

was performed in two steps: first, matching the real part of the impedance using a transformer with

a 1:4 winding ratio; and second, matching the imaginary part using a tunable capacitor in series with

a MOT coil. We used a capacitor (Comet CVUN-1500AC/3-JHJA-Z) tunable between 150 pF and

1500 pF, suitable for matching an inductance of 30 μH at 1.4 MHz. Each coil has an individually

tunable circuit, which is important because the LC resonance shifts due to mutual inductance. The

current at each input is monitored by a current probe (Tektronix CT2 - AC Current Probe), which

converts the measured current into a voltage signal at a rate of 1 V/A.

2.3.5 How to set the phase between the coils and the switching light po-

larization

Wenowhave away to switch bothMOT light polarization andmagnetic field gradient at RF frequen-

cies. We also monitor both the light polarization (before conversion to circular) and the coil current.

For proper RF MOT operation, these must be synchronized. That is, when the MOT beam is in

a particular polarization, the B-field gradient must point in the same direction and not flip before the

polarization changes. Therefore, it is important to match the delays from the MOT chamber to the

scope for both signals.

The first step is to use BNC cables of equal length between each monitor point and the scope.

Initially, we tried to align the phases by simplywatching the scope, but overlooked an additional delay.

As mentioned earlier, polarization is measured just before the 2x4 splitter. However, the light trav-

els through 25 m of fiber before reaching the MOT chamber. Due to the fiber material, the effective
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distance is closer to 30m. This introduces a 100 ns delay. Since theMOT switches at 1.4MHz (cycle

period 700 ns), a 175 ns mismatch would be a quarter-cycle out of phase—enough to disrupt the

MOT.

To compensate, we matched the phase using the polarization just before the QWP at the MOT

chamber. We then reconnected the original polarization monitor and recorded the apparent phase

difference. Whenever we perform phase matching, we refer to this calibrated offset. Once we had a

MOTwith reasonable signal, we performed a phase scan, shown in Fig. 2.12. It shows theMOTsignal

approaching zero with phases∼ 45 degrees away from optimal.

Phase (degree)

Figure 2.12: Scan of the phase between the RF current in theMOT coils and the polarization of theMOT beams.

2.3.6 Imaging system

The imaging system consists of four lenses. Starting closest to the molecules, the first lens is an in-

vacuumachromatic lenswith a focal length of f = 50mmanddiameter� = 1”. This lens ismounted

on theMOTcoil boards in aPEEKplastic holder, positioned 50mmfrom the center of the coilswhere

the MOT forms. This lens collimates the fluorescence from the MOT for the rest of the imaging

system outside the vacuum. The next lens is a f = 75 mm achromatic lens of diameter � = 2”,

which focuses the fluorescence. Near the focus, a Uniblitz mechanical shutter is installed to block

or pass the fluorescence onto the camera. We then allow the light to expand again. The next lens is a
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f = 150mmachromatic lens of diameter� = 2”placed 225mm(75+150mm) from the f = 75mm

lens. This f = 150 mm lens collimates the light again, which is then focused by a f = 80 mm lens of

diameter� = 2” onto the EMCCD camera. The total magnification of the system is:

75 mm · 80 mm
50mm · 150 mm

= 0.8 (2.5)

An alternative way to understand this system is that a 2× telescope formed by the f = 75 mm and

f = 150 mm lenses is inserted in the Fourier plane of the f = 50 mm objective lens and f = 80 mm

ocular lens. The f = 50 mm and f = 80 mm lenses form a microscope with magnification 1.6, and

the 2× telescope expands the collimated light, resulting in a focused image that is reduced by a factor

of two due to conservation of étendue. Thus, the overall magnification is 0.8.

The reasonwedesigned the imaging system tohave a relatively smallmagnification (in fact, under 1)

relates to the size and pixel resolution of the EMCCDcamera. The active area of the EMCCDcamera

is 8 mm× 8 mmwith 500× 500 pixels, so each pixel is 16 μm in size. With an overall magnification

of 0.8, the imaging region becomes 10 mm × 10 mm, and each pixel images 20 μm × 20 μm in the

object plane. This 10 mm field of view is ideal for continuously imaging the molecules during time-

of-flight measurements, while still providing the resolution necessary to image conveyor belt MOTs

and optical traps with features on the order of tens of μm.

2.3.7 Initial trapping

In this subsection, we describe our initial MOT signal and its characterization. Detailed information

can be found in the thesis of Alexander Frenett. It turned out that most of themolecules in our initial

MOT were short-lived (under 10 ms), and we were not able to increase the apparent lifetime above

∼ 20 ms until we expanded the MOT beam size from a diameter of d = 1 cm to d = 2 cm. The

reason for this limited lifetime is explained in the ”Understanding the loading rate” section.
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Using spectroscopy results from202042, we identified a repumping scheme capable of cyclingmore

than 10,000 photons on SrOH using 10 different lasers. Note that this spectroscopy was done in a

separate setup, where we directly observed light-induced fluorescence from a molecular beam on a

spectrometer.

With this scheme, we observed the first signatures of MOT formation. However, improvements

were needed in the repump laser powers. Many repumps were power-starved, and the MOT fluo-

rescence signal was linearly proportional to the repump power. Most issues were resolved by redis-

tributing power among the SFG systems as needed. Notably, the X̃2Σ+(0220)–Ã2Π1/2(100) repump

pathway was replaced with the X̃2Σ+(0220)–Ã2Π1/2(0200) pathway, which provided a higher scat-

tering rate at the same power. A power scan is shown in Fig. 2.13, whereMOTfluorescence is plotted

as a function of the repump laser power for each of the X̃2Σ+(0220) repump pathways. With these

changes, we implemented the laser cooling scheme illustrated in Fig. 2.14.
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Figure 2.13: Single-photon scattering time and MOT signal as a function of X̃2Σ+(0220) repumping laser power. Sub-
figures (a) and (b) show power scans for the X̃2Σ+(0220)–Ã2Π1/2(100) transition, and subfigure (c) was taken for

X̃2Σ+(0220)–Aμ2Π1/2(020). The repumper through Ã2Π1/2(100) in subfigure (a) only achieves a repumping time
of 500μs at 750mW. Limitations are also evident in (b), where even 1.35W (the highest power available) does not saturate

theMOTfluorescence. After switching to X̃2Σ+(0220) throughAμ2Π1/2(020), MOT fluorescencewas saturatedwith

just 40mW. Retrieved fromRef. 43.

2.3.8 Increasing theMOT beam diameter

Increasing the MOT beam diameters from d = 1 cm to d = 2 cm was critical for capturing more

molecules and holding them for longer durations. The improvement allowed for increased deceler-
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Figure 2.14: Laser cooling scheme. Vertical position depicts total vibronic energy, up to a fixed overall offset in the A and

B energies. Separations betweenN = 1 andN = 2 states within (010) and (110), and between ℓ = 0 and |ℓ| = 2
manifoldsof (020), are amplified for clarity. Thin,medium, and thick linesdenote slowing laserswith< 10mW,< 100mW,

and< 1W, respectively. Illustrations on the left depict the valence orbitals in each electronic state. Retrieved fromRef. 43.

ation distance within the MOT, resulting in higher capture velocities. To first order, to match the

capture velocity of the CaOHMOT, which used d = 1 cm beams56, the SrOHMOT—being about

twice as massive—would require d = 2 cm. Fig. 2.15 compares images of theMOT for the two beam

diameters.

(a) (b)

Figure 2.15: Images of theMOTwith beam diameter (a)d = 1 cm, and (b)d = 2 cm.

When the diameter was d = 1 cm, most of theMOT signal originated frommolecules fluorescing

for only a few milliseconds, suggesting they were “nearly-trapped”—i.e., they left the MOT before
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completing a full oscillation. Increasing the MOT beam diameters converted these nearly-trapped

molecules into fully trapped ones. See Section 2.4 for further details.

2.3.9 Characterization of the SrOHMOT

With the improvements above, we observed a MOT with lifetimes up to approximately 100 ms., as

shown in Fig. 2.16. Themain limitation arises fromdecays to vibrational levels that are not repumped.

This is consistent with Figure 2.16 (a), where the MOT lifetime increases as beam power is reduced.

The MOT temperature was measured to be ∼1 mK and the MOT size ∼1 mm—typical values for

a molecular MOT. We also observed oscillations in the MOT when molecules were displaced using

the slowing beams. The displacement was achieved by applying the slowing lasers for a fixed duration.

Initially, we applied them for 0.5–0.7ms, which worked forMOTs with relatively high-power beams

(over 4 mW per beam). However, for MOTs with lower beam power (and therefore weaker restoring

forces), the kick imparted too high an initial velocity to the molecules, allowing them to escape the

MOTbefore oscillating back. Therefore, we divided the kick into two steps of 0.3ms, with a 3mswait

in between (the MOT remained on throughout). The intent was to reset the velocity accumulated

during the first kick by allowing the MOT forces to decelerate the molecules, while still achieving a

measurable displacement from theMOT center.

2.3.10 Chirped slowing

One technique that improved theMOT number by a factor of 2–3 is chirped slowing (see Fig. 2.18).

The general idea is that instead of white-light broadening the slowing light, we chirp the frequency

of a slowing laser over time so that it remains resonant withmolecules experiencing different Doppler

shifts at different moments. In our case, we chirped the (100) repump laser. The initial motivation

for chirping this laser was because it was technically easier to implement than chirping the main line
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Figure 2.16: Lifetime measurements. Fluorescence over time and extracted lifetimes. Errorbars denote 1� uncertainty.

Insets show fitted lifetimes. (a): Dependence on power perMOT beam (b): Dependence on photon budget. Retrieved from

Ref. 43.
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Figure 2.17: (a)Molecule cloud size and temperature. Geometric mean RMS cloud size σ0 and temperatureT as a function

ofpower ineachMOTbeam. Minimumsize: 1.12(1)mm;minimumtemperature: 1.2(3)mKat1.1mWperbeam. (b)Trapped

molecule oscillations. Top: Images at 2.2 mW per beam at several delays post-displacement. Bottom: MOT cloud position

vs. time after displacement by slowing laser, at variousMOT beam powers (offset for clarity). Retrieved fromRef. 43.
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slowing laser, which was also used for theMOT beams at the time. However, we later discovered that

the (100) laser was power-starved (see Fig. 2.20), and chirping it allowed us to deliver more power per

frequency band over the natural linewidth. The two SR sidebands were addressed separately with a

110MHz AOM.
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Figure 2.18: Comparison of the best number measurement (a) before implementing chirped slowing and (b) after imple-

menting chirped slowing. The anti-MOT condition is also shown in each measurement. The MOT numbers plotted here

are not corrected for the finite imaging time or the extended loading factor (see Section 2.4). Both datasets had the same

imaging time of 50 ms. Both were taken within a week of each other, as chirped slowing was the only significant change
implemented during this period. Data in (b) was used to calculate our peakMOTnumber of2000(600) in Ref. 43. Note the
MOT beam diameters were already boradeded tod = 2 cm before this data was taken.

The setup for chirped slowing is shown in Figure 2.19, where a sample-and-hold chip (LF398) is

used to hold the feedback voltage and add chirp voltage through an op-amp. We chirped the laser fre-

quency by applying a voltage ramp to the current controller of the 1064 nm seed of the (100) repump

laser.

On the laser locking software, an ”ignore jump” feature was added to improve laser stability. This

feature made the locking software ignore frequency jumps outside a certain range and not attempt to
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Figure 2.19: Circuit diagram for the chirped slowing voltage adder.

lock the laser during those excursions.

Sincewe jumpmore than 100MHz during the chirp, it is essential to avoid adding feedback voltage

during this time. This is achieved with the sample-and-hold chip in the feedback circuit. It is also

important to ”trick” the locking software into not outputting unnecessary feedback during slowing

(even though it is not applied), to prevent overshoot when the chirp ends.

Higher voltage corresponds to lower frequency, 
addressing higher velocities.
0.1V corresponds to ~10MHz. 

Full power here was before fiber coupling the 
chirped light path with a PCF.

(a) (b)

Figure 2.20: Chirped slowing dependence on power and end frequency.
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We also scanned the power and end frequency of the (100) chirped slowing laser, as shown in

Fig. 2.20. As shown in the power scan, the (100) laser followed a linear trend up to the maximum

powers we tested. Initially, we expected∼400 mW to be sufficient, given that the white-light slowing

used∼ 2W, broadened over about 40Γ. However, to our surprise, the chirped laser remained power-

starved. We replaced a regular PM fiber with a PCF in the chirp path, allowing us to transmit 1.4 W

in total. This configuration was used for the final MOT number measurement in Ref.43.

From the end-frequency scan, we found that the optimal frequency occurred a few MHz below

resonance. The MOT number decreased in both directions from this point. The decrease in MOT

number with lower chirp end frequency is consistent with molecules not being slowed enough to be

captured. Conversely, theMOT number also decreased slightly as the chirp end frequency increased,

suggesting that having a cutoff velocity may help improve MOT loading.

2.4 Understanding the loading rate

We have observed, consistent with observations reported in59, that the magneto-optical trap (MOT)

of SrOH is loaded from the cryogenic buffer gas beam (CBGB) over an extended time of ∼30 ms,

with both chirped-frequency and white-light slowing.

This timescale is not problematic for well-optimized MOTs with relatively long lifetimes, since

additional experimental procedures can be conducted after theMOTfully loads. However, forMOTs

with short lifetimes or MOT-like forces that decelerate but do not fully capture molecules (nearly-

captured molecules), this delay leads to a misinterpretation: the observed fluorescence decay may not

reflect the actual MOT lifetime.

Here we present a simple model that explains the fluorescence signal evolution for MOTs loaded

from CBGBs. The model captures both long- and short-livedMOT behavior in a single equation. It

shows that the fluorescence transition smoothly shifts between limits, although the decay at later times
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is dominated by different physical timescales in each case. We also propose a diagnostic to distinguish

between true long-lifetime MOTs and cases where MOT-like forces produce a seemingly long decay

that is actually dominated by the molecular beam.

2.4.1 Observation of late-arriving molecules
Not a final figure

(a)

(b)

Figure 2.21: Turning on the SrOHMOT after waiting various times after the slowing ends. The signal is a good representa-

tion of the number ofmolecules in themolecular beam that are under the capture velocity of theMOT. This also fits well to

an exponential decay, with τ = 16.6(8)ms. We later discuss an alternativemethod to determine the decay time.

As shown in Fig. 2.21, the SrOH arrival time after slowing fits well to an exponential decay. We

confirmed this using two different methods. First, we simply imaged the molecular beam after the

slowing ends, which represents the total number ofmolecules arriving at each time after slowing ends.

Second, we turned on the MOT after various wait times after the slowing ends, which is a better

representation of molecules that are under the capture velocity of the MOT. In both experiments,

the population arrival after turning off the slowing fits well to exponential decays. Cutting off the

molecules exiting the beam box with an ultrahigh vacuum (UHV) shutter after a certain time also

helps this decay fit better to an exponential.

55



2.4.2 Construction of the model

For simplicity, let us model the number of molecules arriving after slowing ends as an exponential de-

cay, which is a good approximation as shown in Section 2.4.1. For an arbitrary distribution of arrival,

the model can be generalized using the exact same steps shown below.

Then we can write the number in the beamNbeam(t) as

Nbeam(t) = N0e−t/τb (2.6)

where t = 0 denotes the end of the slowing. Unless otherwise noted, wewill also assume theMOT

loading happens at t = 0. A more general case is discussed later. τb denotes the decay time for the

molecular beam.

We can now show that the number of molecules in aMOT is the convolution of two exponentials,

which results in a difference of two exponentials.

Assume a constant loading rate of molecules from the molecular beam to the MOT, which we de-

note r. The number of molecules newly loaded into theMOTper unit time at a certain time Ṅload(t)

is

Ṅload(t) = rNbeam(t) = rN0e−t/τb (2.7)

If the MOT lifetime is τM, then the number of molecules (per unit time) that were loaded at time

t = t1 which survives at time t(> t1) can be described as

Ṅsurvive(t1) = Ṅload(t1)e−(t−t1)/τM

= rN0e−t1/τbe−(t−t1)/τM
(2.8)
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Therefore, the total MOT number at time t is

NMOT(t) =
∫ t

0
Ṅsurvive(t1) dt1

=

∫ t

0
rN0e−t1/τbe−(t−t1)/τM dt1

(2.9)

which describes a convolution of two exponential functions with decay times τb and τM, respec-

tively.

Solving this integral,

NMOT(t) = rN0e−t/τM
∫ t

0
e−t1(1/τM−1/τb) dt1

=
rN0

1/τM − 1/τb
e−t/τM [e−t(1/τM−1/τb) − 1]

=
rN0

1/τM − 1/τb
(e−t/τb − e−t/τM)

(2.10)

Note this quantity is always positive because (1/τM − 1/τb) and (e−t/τb − e−t/τM) have the same

sign, regardless of τM or τb being larger.

Another point to note is that the two exponential decays have the same amplitudes in this model.

This is because we are assuming there are zeromolecules loaded at time t = 0, i.e.,NMOT(t = 0) = 0.

In general, there can be different amplitudes for each exponential decay if theMOT already has some

molecules loaded at t = 0.

If τM = τb, it is obvious from Equation 2.9 that the result is

NMOT(t) = rN0te−t/τM (2.11)

The general shape ofNMOT(t) is shown in Fig. 2.22. Different values of τM are plotted for τb = 10
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Figure2.22: PlottingNMOT(t)described inEquation2.10. Plotted fordifferentτM, whilefixingτb = 10ms. Thebehavior
is similar for both τM > τb and τM < τb.

ms. We see that the shape of the transitions smoothly changes from a rise time of τb and decay time of

τM in the τM > τb case, to a rise time of τM and decay time of τb in the τM < τb case. As discussed

in Section 2.4.3, this makes it hard to distinguish the MOT lifetime from the beam decay time when

the MOT lifetime is smaller than the beam decay time.

The simple physical explanation of the shape of this graph is the following: In the case of τM > τb,

a significant fraction of the molecules that were loaded at t = 0 survive after the beam decay time.

Therefore, within the timescale of τb, the MOT signal keeps increasing as more molecules are loaded

in and theMOT is not losing asmanymolecules. After the beam dies out, theMOT signal just decays

with the MOT lifetime τM.

In the case of τb > τM, the MOT signal size is mostly proportional to the beam signal size, since

the molecules held in the MOT are the ones just loaded within a short time compared to the beam

decay time. Therefore, at later times, it simply decays on the same timescale as the beam decay time

τb. At the beginning, theMOT signal rises with a timescale on the order of theMOT lifetime because

the molecules keep accumulating for that amount of time before reaching a steady decay.
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In the SrOHMOT experiment, the MOT beams are also turned on during slowing, so the MOT

signal at t = 0 starts out at some finite value. Therefore, we can fit ourMOT signal to a general form

of a difference of two exponentials.

NMOT(t) = ae−t/τb − be−t/τM (2.12)

In our case, we can easily confirm τM is the longer timescale because the MOT lifetime fitted after

40 ms depends on theMOT beam intensities and the number of photons cycled on the molecules. If

the lifetimewere dominated by τb, which is the case described in Section 2.4.3, the later lifetimewould

not depend on suchMOT parameters.

Since the molecular beam keeps passing by the detection region for∼ τb amount of time, the flu-

orescence detected at early times partially includes fluorescence from molecules that are not or are

nearly trapped in the MOT. Although such molecules get imaged for shorter amounts of time com-

pared to fully trapped molecules, resulting in a smaller contribution to the overall fluorescence, this

backgroundfluorescencemay distort our fits to themodel andprevent accurate calibration of the peak

number of molecules trapped in the MOT.

In order to avoid this background from the molecular beam, we have conducted the following test

that always images the molecules after times sufficiently later than t = τb.

We image the MOT with an EMCCD camera for a duration of 50 ms starting at timage = 45

ms after the slowing ends. The signal here is dominated by the molecules that are fully trapped in

the MOT. Then, we vary the time we turn on the MOT laser beams TMOT between t = 0 ms and

t = timage = 45 ms. Using this information, we can back out τb in a background-free way. We also

denote Tcollect = timage − TMOT.

Then, following Equation (2.13), the number ofmolecules (per unit time) that were loaded at time

t = t1(> TMOT) and which survive at time timage can be described as
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Ṅsurvive(t1) = rN0e−t1/τbe−(timage−t1)/τM (2.13)

Therefore, the total MOT number at time timage is, following Equation (2.9) with different inte-

gration bounds:

NMOT(TMOT) =

∫ timage

TMOT

Ṅsurvive(t1) dt1

=

∫ timage

TMOT

rN0e−t1/τbe−(timage−t1)/τM dt1
(2.14)

Solving this integral gives

NMOT(TMOT) =
rN0

1/τM − 1/τb
×

(e−timage/τb − e−TMOT/τM+TMOT/τb−timage/τM)

=
rN0

1/τM − 1/τb
×

e−timage/τb(eTcollect(1/τb−1/τM) − 1)

(2.15)

Since we image with an EMCCD for these tests, there will always be a constant offset C for the

fluorescence photons registered after t = timage. Therefore, the general fluorescence as a function of

Tcollect can be written as:

NMOT(Tcollect) = A(eTcollect(1/τb−1/τM) − 1) + C (2.16)

where A is a constant that absorbs all the amplitude information, and C is a constant offset.
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Using this method, we determined the τb and τM of ourMOT. The results are shown in Fig. 2.23.

0 10 20 30 40 50
0

0.5

1

Figure 2.23: MOT fluorescence as a function of loading duration. The fluorescence was collected starting atTcollect = 45
ms. The fit to Eq. 2.16 is shown in yellow. Errorbars denote 1σ uncertainty of data, while fill regions show 95% confidence

interval on the fits. The loading decay time extracted from the fit is τb = 17.7(1.1)ms. TheMOT lifetime was separately

measured to be τM = 29.1(1.7)ms for thisMOT configuration. Retrieved fromRef. 43

In the case of short MOT lifetimes compared to the beam decay time, i.e., τM < τb, the MOT

signal will appear as it rises with a short time constant τM and then decays with the beam decay time

τb. In this regime, it is very easy to confuse the MOT lifetime with the beam lifetime, as explained in

Section 2.4.2. When the fluorescence signal at late times is fitted to a decay, the fit will always yield a

decay time equal to the beam decay time.

A simple diagnostic to check if this is the case is the following: examine the rise time of the fluores-

cence at early times and compare it to the beam decay time. As described by the numeric model, in

the τM < τb limit, the rise time is dominated by τM, while in the τb < τM limit, it is dominated by

τb.

2.4.3 Using the model to explain lifetime mysteries

When newly developing a MOT loaded by a CBGB, it is possible to fall into the pitfall of confusing

MOT lifetimes with a fluorescence decay that is characterized by the beam decay time. This often
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Figure 2.24: Fluorescence signal with 1 cm diameter MOT beams. The data was taken with a photomultiplier tube (PMT).

The trace corresponding to turning on theMOT beam after the slowing ends has a short rise time, whereas the trace with

the MOT beam always turned on does not have that signature. We confirm there is a short-lived fluorescence signal from

MOT-like forces on top of the extended loading signal by taking the difference of MOT beams turned on before and after

the slowing ends.

leads to confusion about the ”MOT lifetime” seemingly not depending on factors it should, such as

MOT beam intensities and number of photons cycled on the molecules.

Especiallywhen theMOT is not fully optimized so that it does not have high enoughMOTcapture

velocities, it is possible that the molecules can fluoresce for a few ms while they are efficiently deceler-

ated by MOT-like forces as they pass through the MOT region, but not effectively trapped. Initially

with the SrOHMOT,we usedMOTbeam diameters of 1 cm, which did not provide enough deceler-

ation distance within the MOT to effectively capture the molecules. This effect will resemble a short

MOT lifetime in the extended loadingmodel, whichmanifests as a very short rise time at the beginning

of the fluorescence signal. Typically, this short rise is not seen or is seen with a very small amplitude,

because we typically turn on the MOT beams before the white-light slowing ends, so the short rise

has already taken place before t = 0. A typical fluorescence trace under this condition is shown in

Fig. 2.24. We see in the case of MOT beams turned on before slowing ends, the fluorescence trace
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looks like a single exponential decay. This is a typical characteristic of short-lived fluorescence loaded

from an extended beam. By turning on the beams after the slowing ends, we see the rising feature of

the fluorescence, whose timescale is mostly characterized by the timescale over which the MOT-like

forces hold onto themolecules. The difference of the two traces is also plotted, whose decay time indi-

cates the timescale that theMOT-like forces hold onto themolecules.When newly developing aMOT

loaded by a CBGB, it is possible to fall into the pitfall of confusingMOT lifetimes with a fluorescence

decay that is characterized by the beam decay time. This often leads to confusion about the ”MOT

lifetime” seemingly not depending on factors it should, such as MOT beam intensities and number

of photons cycled on the molecules.

2.5 Spectroscopy in theMOT

Now that we have aMOTwith decent lifetimes, we further improved it by adding twomore repump

lasers to the existing repump scheme with ten lasers.

2.5.1 Additional repump states in SrOH

The two additional states to repump are the (1200) and (1220) states. The branching ratios to these

sets of states were measured to be∼ 3 × 10−5 on average throughout our optical cycling scheme42.

Although we established an optical cycle with ten lasers that can cycle∼ 104 photons, plugging these

leaks at the ∼ 10−5 level has the potential to improve the photon budget by an order of unity. It

turned out in the end that it improved the photon budget by a factor of 1.5, which improved the final

MOT number by a factor of∼ 4.

We pumped these additional ground states through states in the Ã2Π(020) manifold, as shown in

Fig. 2.25. Another optionwas to go through the states in the B̃2Σ+(020)manifold. However, recovery

through the B̃2Σ+state was not as efficient, possibly indicating dissociation of the molecule.
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(120)

Figure 2.25: Overview of additional (120) repump states and repump pathways
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2.5.2 A(020) structure

Wewould like touse the (0200) state in the Ã2Π1/2manifold, and the (0220) state in the Ã2Π3/2manifold,

because those are the vibrational states that can have J = 1/2 states. From now on we will call these

states ”Ã2Π1/2(0200)” and ”Ã2Π3/2(0220)”, respectively.

Figure 2.26: Detailed structure of the Ã2Π(020) states and the repump pathways.

2.5.3 Depletion and revival scans

Tofind excited states, all we need to do is drive a transitionwhose ground state is in the existing optical

cycle, and look for depletion of the MOT. This method is used to identify excited states with high

SNR, because all we are looking for is whether the MOT disappears.

To find ground states, we need to first pump into those states through optical pumping. For ex-

ample, to pump into X(1220), we first cycled on the diagonal ”Ã2Π1/2(0220)”← X(0220) line, so
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Figure 2.27: Depletion scan of the ”Ã2Π3/2(0200)”← X̃2Σ+(000) transition. Spin-rotation splitting of 110 MHz is

observed.

that eventually the molecules get pumped into X(1220). This diagonal line was easy to find because

we separately knew the energies of ”Ã2Π1/2(0220)” and X(0220). However, one unfortunate thing

is that since we found this line exactly where it should be, we did not do any scans around it, missing

the parity-doublet structure in the ”Ã2Π1/2(0220)” state, which became a mystery later.

A(02!0) 

X(02!0) 

X(12!0) 

Usual 
repump

A(02!0) 

X(02!0) 

X(12!0) 

A(02!0) 

X(02!0) 

X(12!0) 

Usual 
repumpdeplete

Revive

Turn off (02!0) in MOT 
and accumulate in this state

Pump population into X(12!0) 
By driving the diagonal (02!0) line

Repump X(12!0) 
and recapture MOT

Figure 2.28: Illustration of a depletion-revival scheme.

Oncepumped into thedesired ground state,we can apply aprobe laser beamto repumpthemolecules

back into the optical cycle, and then recapture theMOT. Since themolecules are initially trapped and

cooled before performing the optical cycling, we have enough time to perform this optical pumping

before it is too late to recapture the MOTwhen the molecules fly out of the MOT region.

The broad lineshape arises because the molecules are well cooled by the MOT, thus they remain
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Figure 2.29: An example of a revival scan. The peak turns out to be a transition that is rotationally lossy (driving X(1220)
to the lower Ã2Π1/2(0220)manifold, whose lowest J is 3/2), therefore only partial revival is observed.

in the probe laser beam region for a relatively long time (a few to tens of ms). Once the molecules

get repumped (by one photon scatter) during this time, they are back in the photon cycle. Therefore,

even when the probe laser is off-resonant by many GHz, as long as the Rabi frequency is on the order

of a kHz, it can get repumped and recaptured by the MOT.

2.5.4 Driving the repump transitions

Fig. 2.30 shows the fine frequency scans for each new repump laser when they were added in the

slowing path.

2.5.5 Confirming parity splitting in the excited state

By performing finer scans on the ”Ã2Π3/2(0220)”← X̃2Σ+(1220) transition, we observed a double-

peak structure of about 250MHz (see Fig. 2.31).

First, we confirmedwhether these two lineswereboth repumping the samepopulation (seeFig. 2.32).

To confirm this, we drove each of the peaks with separate lasers. When only the higher frequency

peak was driven, we saw MOT number increase in the expected frequency range. We then scanned
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Figure 2.30: Repumping each (120) ground state in the slowing andMOT sequence. The fractional increase inMOT num-

ber is plotted, which means a fractional increase of 1 doubled the MOT number. (a) ”Ã2Π1/2(0200)”← X̃2Σ+(1200)
transition. (b) ”Ã2Π3/2(0220)”← X̃2Σ+(1220) transition.
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Figure 2.31: Confirming the double-peak structure in ”Ã2Π1/2(0220)”← X̃2Σ+(1220) transition.
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this range again, but this time with another laser always addressing the lower frequency peak. Then

we did not see any increase above what the lower frequency peak had already produced. Therefore,

we concluded that these two peaks are signs of repumping the same population.

ECDL Covering this frequency range

Probing this peak with Ti:Sapph

Figure 2.32: Checking if the two transitions contribute additively in the ”A(0220)”← X̃2Σ+(1220) transition.

Next, we confirmed the origin of this double peak: is it in the ground state or the excited state? We

first checked the ”Ã2Π1/2(0220)”← X̃2Σ+(0220) transition. This transition was already driven to

pump the molecules into the X̃2Σ+(1220) state. However, since we already knew the energies of the

excited and ground states of this transitionbefore havingdriven it for the first time,wedidnot perform

an extensive frequency scan. As shown in Fig. 2.33, we found another depletion feature∼ 250MHz

below the originally observed line.

This already strongly suggested that the doubling was in the ”Ã2Π1/2(0220)” state. We further

confirmed that this ∼ 250 MHz doublet structure does not originate from the X̃2Σ+(0220) state.

As shown inFig. 2.34, we scannedour usual repump laser for X̃2Σ+(0220)over a range of±300MHz

and did not see any additional repump features.

Therefore,we concluded the following: The∼ 250MHzdoublet structure lies in the Ã2Π3/2(0220)

state. Since it can only be accessed by ground states that have unresolvable, fullymixed parity doublets,

it suggests that this splitting is a parity splitting. Other transitions, such as from the X̃2Σ+(000), can-
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Figure 2.33: Checking if the doublet structure exists in the ”Ã2Π1/2(0220)”← X̃2Σ+(0220) transition.
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Figure 2.34: Confirming that the doublet structure does not exist in the ”Ã2Π3/2(0200)”← X̃2Σ+(0220) transition.
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not access this doublet since only the negative parity state is populated in the laser cooling cycle (See

Fig. 2.27). The conclusion is also illustrated in Fig. 2.35.

X(000)
X(02!0) X(02"0)

X(12"0)X(12!0)

“A(02!0)” “A(02"0)”

Transitions with ~250MHz splitting

Transitions without ~250MHz splitting

Fully mixed parity doublets, unresolved

Has ~250MHz 
splitting due to 
parity doublets

Figure 2.35: Overview of the Ã2Π(0220) parity doublet tests

Here is a first-order argument ofwhy the parity doublet splitting is on the order of 100MHz instead

of a fewMHz for a typical bendingmode in the X̃2Σ+manifold. For ℓ = 0 states in the Ã2Πmanifold,

the parity splitting due to Λ-type doubling is on the order of a few GHz. The ”(0220) state” actually

has∼ 10% of (0200) charactermixed in byRenner-Teller coupling. Thus, by first-order perturbation

theory, the parity doubling also gets added by ∼ 10%, resulting in the order of 100 MHz. Detailed

calculations of this parity splitting are underway by Annika Lunstad et al.
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2.6 ImprovedMOTwith newly added repumping lasers

By adding the two new repump lasers to the experiment, we saw theMOT number increase by up to

a factor of∼ 4, and the MOT lifetime increase by over a factor of 1.5.

(a) (b)

Figure 2.36: Improved (a)MOT number and (b) lifetime of theMOT after adding each new repump.

2.6.1 Calibrating the photon budget

We calibrated the photon budget with the following method. We first captured the MOT for 45 ms

as usual. Then we used Λ-enhanced gray molasses, explained in the next chapter, to reduce the tem-

perature of the molecules. This allowed for enough interaction time in the MOT region to optically

pump all molecules in the X̃2Σ+(000) ground state, without significant loss of molecules flying out-

side of the MOT region. This ensures that we always compare with the same initial condition in the

next step. We then chose a specific number of lasers to turn on while recapturing the MOT.

By changing the number of lasers turned on to recapture theMOT andmeasuring the correspond-

ing fluorescence until the molecules fall into dark states, we can map the relation between the lasers

used and the number of photons cycled. When only the (000), (100), and (200) repumps are turned

on (3-laser condition), we know the photon budget well from branching ratio measurements. Then,

to first order, by comparing the fluorescence (which is proportional to the photon budget), we can
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scale the known 3-laser condition photon budget proportionally with the measured fluorescence. A

more careful analysis was done by fitting to a model that includes the extra loss to states outside the

12 ground states we are repumping, using measured branching ratios as inputs. Using this analysis,

we were able to extract this extra loss branching ratio to unaddressed states to be about 3× 10−5. The

photon budgets fitted from this model are shown in Table 2.2.

Number of repump lasers Lasers added γ
3 (000), (100), (200) 933(35)
5 . . ., (010;N = 1, 2) 1522(82)
7 . . ., (0200), (0220) 4603(226)
8 . . ., (300) 6509(313)
10 . . ., (110;N = 1, 2) 9813(461)
12 . . ., (1200), (1220) 14576(669)

Table 2.2: Repump lasers and corresponding photon budgets.
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3
Sub-Doppler cooling and optical dipole

trapping of SrOH

Since wewere able to achieve aMOTof SrOHwith a reasonable number and lifetime, we havemoved

on to cooling the molecules further into a conservative trap, which would be more suitable for per-

forming precision measurements6. Similar work on sub-Doppler cooling and optical trapping of

polyatomic molecules has been done wth CaOHmolecules34.
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Figure 3.1: Overview of sub-Doppler coolingmethods.

3.1 Λ-enhanced gray molasses

Sincewe drive type-II transitions for rotational closure for laser cooling, sub-Doppler cooling requires

blue-detuned light instead of red-detuned light. See theses of Loïc Anderegg and Nathaniel Vilas for

details.
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Figure 3.2: Board layout for generating different frequencies for theMOT beams.
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We have made large modifications to the AOD board (see Alexander Frenett’s thesis for details

on the old configuration), so that we can send the correct frequency components with the correct

polarizations in all of the red RF MOT, (Λ-enhanced) gray molasses, single frequency cooling, and

conveyor belt MOT configurations. The two main considerations when designing this board were

the following: First, the beam used for the single frequency (SF) cooling was always sent through

the 0 th AOM diffraction order. This was so the power efficiency into the SF path was optimized.

Second, only the redMOT beams (the only beams that require fast polarization switching) were sent

through the Pockels cell, instead of switching the Pockels cell RF off when the light does not require

fast polarization switching. Although we did not directly measure this on our apparatus, we knew

from the CaF and CaOH experiments that the Pockels cell can drift the polarization for a few ms

right after it is turned off.

We also added a +5 V offset to the VCO control voltage through a voltage adder to shift the fre-

quency range of the VCO that is used to drive the double-pass AOD. The analog output channel of

theNI control systemoutputs−10V to+10V. By adding a+5Voffset, we shifted this range to−5V

to+15 V. This allowed the VCO to output all frequencies between 70MHz to 140MHz, which was

the full operating frequency range (single pass) of the AOD.

In addition, we purchased a new688nmSFG system (which is technically a backupmainline laser),

and we installed it specifically for the MOT beam and separated it from the main line slowing laser.

This allowed us to scan up to higher powers than we could have conceivably achieved with the old

system, and in some cases, such as single frequency cooling, we potentially needed this high power.

AnAOMswitchwas installed to separate the newly added ”blue path” from the old ”red path” that

was used for the red RFMOT.We call this the ”Red/Blue switch.” This switch allows for all the sub-

Doppler (blue-detuned) laser beams to not go through the Pockels cell. Everything downstream from

the Pockels cell was identical to the previous AOD board setup. When jumping from red-detuned

frequencies to blue-detuned frequencies, we jumped the double-pass AOD frequency by jumping the
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Figure 3.3: When forming the red MOT in this setup, the Red/Blue switch is switched on, sending all the light through the

Pockels cell pathway.
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VCO control voltage through the Cicero control program. At the same time, the Red/Blue-switch

AOMwas turned off.
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Figure 3.4: For gray molasses cooling, only the ”Gray molasses” switch is switched on at 109MHz (for optimal cooling),

splitting off some light into the J=3/2 component.

The blue path was split into three different pathways using AOMs with frequencies tuned around

the SR splitting. Two out of the three paths were set to drive from the J = 3/2 state, and one of

the three paths was set to drive out from the J = 1/2 state. The two J = 3/2 states have opposite

polarizations. Only one of the J = 3/2 components was used for the gray molasses cooling, which

was the component that has the opposite polarization from the J = 1/2 component.

We revived the (100) vertical beam, which is the (100) repumping laser sent in from the z-direction

on resonance, combined and co-propagating with the MOT z-beam, and retro-reflected. This was

important to center the RFMOT closer to the center of the B-field. We saw theMOT form∼ 1 mm

closer to the beam box when the (100) chirped slowing light was used instead of the vertical beam
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for repumping in the MOT, due to non-negligible radiation pressure from∼ 1 in 20 photon scatters

from this laser beam. For every sub-Doppler sequence, we captured the RFMOT for 15 ms with the

(100) chirped slowing beam, followed by 10 ms capture with the (100) vertical beam.

Figure 3.5: Example of graymolasses temperature by time-of-flight measurement.

The temperature of the graymolasses wasmeasured using time-of-flight (ToF)measurements, sim-

ilarly to how wemeasured the temperature of the red-detuned RFMOT in the previous chapter. An

exampleToFmeasurement is shown in Fig. 3.5. After the graymolasses step, we released themolecules

for a certain amount of time and then imaged for 2 ms while jumping theMOT beam frequencies to

be on resonance.

We did various scans of the gray molasses parameters, such as the overall detuning Δ, the two-

photon detuning δ, and the overall beam intensity. Such scans are shown in Fig. 3.6.

3.2 Single frequency cooling

Wenext demonstrated single frequency cooling, whichuses only one of the blue-detuned components

at relatively large detuning and intensity. This method is useful for cooling while loading an ODT,
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Figure 3.6: Graymolasses cooling two-photon detuning scans for different intensities.

because the large detuning is less affected by the trap shifts caused by the ODT light34.

We were able to obtain temperatures of 40 μK in the end, by using detunings larger than 60MHz.

Detailed scans are ongoing, to be published.

CoolingMethod Temperature
Gray molasses 53(6) µK
Λ-enhanced gray molasses 35(3) µK
Single-frequency gray molasses 37(2) µK

Table 3.1: Comparison of different coolingmethods and their achieved temperatures so far.
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Figure 3.7: For single frequency cooling, all AOMs are switched off, allowing all the power to be sent into one port with

minimal power loss.
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Figure 3.8: SF cooling reaching 40 μK.+90MHz detuning, 40mW per laser beam (25mW/cm2 intensity), 3ms cooling
time.

3.3 Conveyor beltMOT

The next step is further compressing the sub-Doppler cooled cloud by using a blue-detuned DC

MOT. Specifically, we demonstrated the ”conveyor belt MOT” configuration, previously demon-

strated with CaOH44,33 and CaF60, which uses closely separated frequencies with opposite circu-

lar polarization that form a walking standing wave. The AOD board configuration is illustrated in

Fig. 3.9.

We checked the orientation of the B-field and conveyor belt directions (detunings of the J = 3/2

components) to make sure we were running in the optimal orientations.

In 10ms, theDCB-fieldwas ramped linearly up to 80G/cm. Thiswas donewith a high-bandwidth

DCpower supplyDelta Elektronika SM120-50. Wemade sure to order the high-speed programmable

option. We also used a DC voltage-adding circuit shown in Fig. 3.11 to add the voltage onto the coils

without disturbing the RF driving circuit. The DC current was added through inductors and also

connected through solid-state relays to enable fast (< 1 ms) switch-off of the circuit.
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Figure 3.9: When running in the conveyor MOT configuration, both the conveyor switch and the gray molasses switch are

turned on. Each of these AOMs turns on a certain polarization component for the J=3/2 conveyor belt light. The gray mo-

lasses switch is turned on with a different RF source (107.5MHz) than when running regular gray molasses, because the

optimal frequency for this sideband shifts by a fewMHz between these two steps.

Figure 3.10: Checking different orientations of the B-field and detunings (conveyor belt direction).
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Figure 3.11: Circuit diagram to add the DC current to the existing RF circuit. The circuit for one coil (L1) is shown. The

circuit left of L1 is the existing RF circuit, and the right part is the newly addedDC circuit.

Figure 3.12: Components inside the DC circuit box.
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The ”gray molasses” AOM switch frequency was switched between GM cooling and conveyor

MOT to match the optimal frequency guided by simulations.

We were able to compress the molecular cloud near 100 μm using this technique, as shown in

Fig. 3.13

Figure 3.13: Comparison of RFMOT size (left) and conveyorMOT size (right)

3.4 Optical dipole trapping

3.4.1 Setup

We then demonstrated optical dipole trapping using a high-power (∼ 13 W) laser at 1064 nm. The

setup is shown in Fig. 3.14. We focused this beam down to a diameter of∼ 60 μm, resulting in a trap

depth of∼ 900 μK. The parts list is shown in Table 3.3.

No. Component Description

1 PDA 20CS2 IR photodetector for intensity servo

2 Isolator IO-5-1064-HP

3 SRS PID lock box or Moku Go
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No. Component Description

4 FGS900 colored glass

5 Pickoff, PBS

6 PBSW-1064

7 Polarizer - Thorlabs

8 IR mirrors

9 D-shape 1064 mirror BB1E03

10 1064 waveplates from Foctek - optical contact ones WPO225H-1064nm

11 High power beam dumps (Kentek)

12 High power AOMGooch and Housego AOM 3080-1913

13 RF amp for AOMZHL-03-5WF+

14 Expander lens

15 Translation stage

16 1064 HRmirror (and dichroic for backup) - DMSP900

17 C-coated aspheric lens

Table 3.3: List of optical and electronic components used in the setup.

3.4.2 Loading the ODT

Using this setup, we first tried loading the ODT after the conveyor MOT. However, even after over-

lapping the ODT laser light well onto the conveyor MOT, we were not able to confirm loading into

the ODT. The ODT was designed to have a diameter of 30 μm, and we confirmed it by imaging on

the camera.

Therefore, we took a step back and first loaded after the gray molasses.

We were able to demonstrate trapping ∼ 80 molecules (initial, with ongoing work to optimize the
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Figure 3.14: ODT laser setup. Image credit toMingda Li.

Figure 3.15: Image of ODT after 30ms of holding. Left of the image is the physical down direction. The untrapped cloud of
molecules is falling toward the physical down direction. The imaging area is 5mm× 5mm.
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Figure 3.16: ODT fluorescence vs. loading time.

number of trapped molecules) in the ODT and measured a lifetime of 1.2(1) s. The number of

molecules was measured by holding the ODT for 200 ms, allowing molecules that were not trapped

to fall out of the MOT region, and then re-capturing the red RFMOT.

Figure 3.17: Lifetimemeasurement of theODT.

Once the focus was close enough, we were able to load after the conveyor MOT. By adding a second

gray-molasses cooling stage after the conveyor MOT, we were able to double the loading efficiency.

After careful focus and alignment scans, we improved the loading efficiency up to about 4%. Again,

number measurements were done by re-capturing the RF MOT after holding the ODT for 200 ms,
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as explained above. Best loading efficiencies so far
• Spent the first half of this week on alignment scans to optimize ODT 

loading – still ongoing!

Conveyor MOT

30%

Direct ODT loading with SF 
cooling

2%

ODT loading with SF cooling
4%

ODT loading with SF cooling
2%Red MOT & Gray 

molasses

100%

Second 
GM
30%

13%

6%

2%

Figure 3.18: Best loading efficiencies so far. Work is ongoing to improve this.
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4
Zeeman-Sisyphus deceleration

4.1 Principles

We implemented the Zeeman-Sisyphus (ZS) decelerationmethod for slowing YbOH.TheZSmethod

was first demonstrated onCaOH1, decelerating themolecules toMOT-capturable velocities. Wehave

extended this method to decelerating YbOH, overcoming the subtleties associated with its complex

energy structure51.
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Figure 4.1: (a) Drawing of the ZS deceleration principles. (b) Energy level diagram for YbOH. 577 nm laser light is used for

spin flips, and an additional 588 nm laser beam is used for detection. (c) Schematics of the entire ZS setup. Retrieved from

Ref. 51.

The ZS deceleration method combines high magnetic fields and optical pumping with few photons.

In our setup, we generated magnetic fields with superconducting solenoid coils. The maximum field

at the center was 2.5 T. We initially prepare the molecules in the weak field seeking (WFS) ground

state as they enter the solenoid. As they travel through the bore of the solenoid, they experience a

decelerating force as the potential energy gets higher towards the center of the solenoid. At the center

of the solenoid, we perform optical pumping through the excited state to pump the molecules into

the strong field seeking (SFS) ground state. The molecules continue traveling through the solenoid

bore, again experiencing a decelerating force as the field gets weaker towards the exit of the solenoid.

In our apparatus we placed two superconducting solenoids one after another, allowing us to double
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the amount of energy removal. This aggregates to 8 K of energy removal for the whole ZS decelerator.

4.2 Deceleration of YbOH

Two major challenges had to be overcome to make this ZS deceleration work for YbOH. First, the

Zeeman shifts in the excited states of YbOH are an order of magnitude larger compared to that of

CaOH. Furthermore, the large Λ-type doubling in the excited states puts levels with different spin-

orbit coupling close together, within ∼ 3 GHz. These two features lead to significant mixing of

rotational levels at high fields, reducing the efficiency of the optical spin flip that is done at the peak

field in theZSdecelerator. We extensively studied theZeeman structure of the YbOHexcited state and

identified optical pumping pathways that wouldminimize the population loss in the optical pumping

process, which is described in detail in51.
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A-state energy levels

X-state energy levels

N=1
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SFS

J =3/2+

J =1/2+ SFS -->  J =3/2+

WFS -->  J =3/2+ (don’t want)

Energies of allowed transitions (MHz)

SFS -->  J =1/2+ (want)

WFS -->  J =1/2+

Figure 4.2: Accidental resonance in PR2.

Second, even at low fields where the rotational mixing is not significant, the complex excited state
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structure itself leads to accidental resonances to transitions that lose the molecules to dark rotation

states. In particular, the magnetic field strength between the two solenoids that was used for deceler-

ating CaOH made the optical pumping frequency also in resonance with such an unwanted transi-

tion. In particular, we saw complete loss of molecules in PR2. The depletion happened because the

ground state Zeeman shift in PR2 was ∼ 3 GHz, and that was approximately the splitting between

the J = 1/2+ and J = 3/2+ states in the excited state. This is illustrated in Fig. 4.2. As we tried to

drive the desired spin-flip transition of ground SFS to excited, J = 1/2+, we were also depleting the

WFS population through the rotationally lossy J = 3/2+ excited state.

Fr
ac

tio
n

Full B-field 80% of full B-field

Figure 4.3: Scanning the PR2 laser frequency at full field (left) and 80% of the full field value.

We further confirmed this theory by scanning the detuning of the PR2 spin-flip laser. As shown in

Fig. 4.3, first we just had PR0 and PR1 lasers on, as a baseline for the remainingWFS population that

was not pumped by PR1 in the PR2 region (black dots). Next, we just had PR0 and PR2 on. PR0

prepared the population in theWFS state, and when PR2 was on resonance, it drove the rotationally

lossy transition, depleting all the WFS population. Finally, we had all of PR0, PR1, and PR2 on,

which showed the desired spin-flip behavior below the depletion frequency, and showed depletion
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when the frequency became higher and the lossy transition came into resonance. When we operated

at 80% of the full field value, we saw the spin-flip transition and the depletion transition separated out

better.

Thus, we built extra compensation superconducting coils to allow tuning of the magnetic field in

between the two solenoids to a value where such accidental resonances do not occur. Construction

of such compensation coils is covered in detail in Alexander Frenett’s thesis.

4.2.1 How and how-not-to include depletion beams

Since we wanted to get rid of background signal in detection, we implemented a velocity-sensitive

depletion laser down the bore to selectively deplete a certain range of velocity classes. In particular,

the depletion laser was broadened to deplete all the molecules above 40 m/s at zero field. However,

we saw depletion over a much wider range than the EOM sidebands should cover, including the slow

molecules of interest.

We then realized this method did not work because we were detecting the WFS molecules. Since the

WFSmolecules shift up in energy as they approach theZSdecelerator, thedetuning fromthedepletion

laser gets smaller. Therefore, molecules with smaller Doppler shifts came into resonance with the

(supposedly ”velocity selective”) depletion beam.

Oneway to save this is to just use the SFSmolecules for velocity-sensitive depletion and spin-flip them

right before the firstmagnet, but at the cost of taking a hit in the overall signal (because of the efficiency

of spin flip).

Instead, we simply decided to transversely deplete any signal at the end of the ZS decelerator. This

transverse depletion did not have any natural velocity selectivity. We turned off the depletion laser

early enough so that they were off by the time the relatively late-arriving slow molecules passed the

depletion region.
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Figure 4.4: Schematics of depletion of fast molecules using a depletion beam down the bore, andwhy it did not work.

Cell molecules

Magnetic 
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Figure 4.5: We ended up depleting transversely at the end of the ZS decelerator. We relied on the temporal resolution to

cut out the early-arriving fast molecules.

4.2.2 Initial signal and fast-switching detection

In the Doppler-sensitive configuration, we implemented chopping of the 581 nm (100) repump de-

tection beam at 500 Hz and sequential comparison of time bins with the laser on and off. This

fast-switching method can reduce the (relatively slow) noise associated with scattered light from the

577 nmmain line laser beam, which is the dominant source of noise.

Using this method, we first looked at the 30m/s velocity class, which has relatively good signal. In the

unslowed beam, there are still somemolecules in this velocity class that can be detected. We compared
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Figure 4.6: Initial sign of ZS slowing on YbOH.We collected fluorescence from the 30m/s velocity class. The slowed signal
shows up at an earlier time, consistent with it being slowed from a faster initial velocity.

this signal to the same velocity class signal when the ZS decelerator was on. We saw that the ZS slowed

molecules arrived earlier than the natural 30m/s signal, whichmeant that thesemoleculeswere slowed

from a faster initial velocity.

4.2.3 Final result and outlooks

After resolving the subtleties that occurred in YbOH, we were able to demonstrate deceleration of

YbOH molecules to 18 m/s. This deceleration method only used 10 photons, which would save

the limited number of photons that can be cycled on YbOH for later processes. Although this beam

would require further deceleration to serve as a source for loading a MOT, we have identified main

sources of loss in this method, so fixing them would allow us to add more deceleration stages to fur-

ther decelerate the molecules. Such improvements include replacing high-field optical pumping with

96



Figure 4.7: ZS slowing of YbOH to 18m/s.

microwave transitions.
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5
Conclusion and Outlook

In conclusion, we have demonstrated the first magneto-optical trapping of SrOH and achieved deep

sub-Doppler cooling and optical trapping, reaching lifetimes exceeding one second. These capabilities

mark a crucial step toward using SrOH for precision measurement of time-variation in fundamental

constants and symmetry-violating physics.

For theMOTsection, this thesis focused onperspectives that have not been covered in previous theses,

from introducing a method to calculate good initial laser frequencies for slowing to MOT capture
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velocities, to understanding the loading rate of the MOT in the presence of late-arriving molecules

from the cryogenic buffer gas beam. We also discussed howwe added twomore repump lasers on top

of the initial ten repumps, and the corresponding improvements. In the sub-Doppler cooling and

ODT sections, we covered the latest results that are still under improvement.

For YbOH, we introduced and implemented a novel Zeeman-Sisyphus deceleration technique, suc-

cessfully reducing the molecular beam velocity below 20m/s with minimal photon scattering. These

results establish the foundation for future MOT loading of heavier polyatomic species. In this thesis,

we specifically covered perspectives not discussed in previous theses, such as details of the accidental

resonances and how we debugged them. We also covered in detail how we implemented a depletion

beam for removing relatively fast molecules contributing to background signal.

Together, these advances significantly broaden the toolbox for producing ultracold polyatomic

molecules and open new directions in precision measurement and fundamental physics.
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A
Construction of the SrOHCryogenic

Buffer Gas Beam Source

Wedescribe the construction of the SrOHbeambox, including radiation shields, charcoal sorb plates,

gas fill lines, and the buffer gas cell. Most picture credits in this appendix go to Takashi Sakamoto.
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A.1 Construction of the Blackbody Radiation Shields

To operate the cell at 2 K, we need to isolate the 2 K components from sources of heat, including

blackbody radiation (BBR). A good round number for BBR at room temperature is approximately

50 mW/cm2, which is significant for systems with only ∼W of cooling power at 2 K. Therefore, we

construct BBR shields thermally anchored to the 40K stage of the pulse tube, which provides approx-

imately 40 W of cooling power. The BBR from the 40 K stage is much weaker than that from room

temperature due to the Stefan–Boltzmann law.

300K top plate

“Donut”
for 4K shields

“Donut”
for 40K shields

40 K shields

40 K stage

4 K shields

4 K stage

300 K top plate

(a) (b)

Figure A.1: (a) Construction of the top ”donut” plates, where the side and bottom shields hang from. The top plates are

removable from the ”donut” frames. (b) Construction of the rest of the 40K and 4K shields.

In our construction, we hang the 40 K and 4 K shields from a donut frame, using bars with tapped

holes between each panel to bolt them together. The shields are made of Copper 101 for good ther-
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mal conduction at cryogenic temperatures. Each cryogenic component was sanded up to 600-grit

sandpaper (starting from lower grits), and then cleaned with Citranox, acetone, and isopropanol.

The 40 K shields were gold-plated (shipped to CIL) to reduce the emissivity of their surfaces and

thereby lower the heat load from room-temperature BBR. The inside gold plating was sanded off

and instead blackened with swab-on copper blackener to increase emissivity. This ensures that BBR

reflected from the 4K shields is primarily absorbed by the 40K shields, rather than bouncing between

the 4 K and 40 K shields until eventually being absorbed on either side.

(a)

(b)

(c)

Figure A.2: Gold plating.

The 4 K and 40 K shields were assembled hanging from the top panel of the room-temperature

(”300 K”) vacuum dewar. We also mounted the pulse tube onto the 300 K top panel. The ther-

mal links between the radiation shields and the 4 K and 40K stages of the pulse tube weremade using

flexible Copper 101 braids. The entire assembly was then lifted into the rest of the 300 K vacuum
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dewar.

(a) (b)

Figure A.3: (a) Lifting the radiation shields into the room temperature vacuum-sealed dewar. (b) Opening one side of the

shields after assembly

A.2 Modifications to the pulse tube

In the new version of the Cryomech PT420 pulse tube, a passive thermal switch is installed between

the 4 K and 2 K stages. This allows the 2 K stage to cool down together with the 4 K stage until it

reaches approximately 10 K, at which point the switch thermally detaches, allowing the 2 K stage to

cool independently. The switch works by sealing helium gas inside a hollow stainless steel cylinder

(which has low thermal conductivity), along with charcoal placed on the 2 K side. The helium gas

conducts heat when it fills the cylinder. As the 2 K stage cools and approaches∼ 10 K, the helium is

absorbed into the charcoal, stopping heat conduction.
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However, Cryomech installed the heat switch upside down, resulting in it switching off too early.

With the charcoal on the 4 K side, the thermal switch stopped conducting heat when the 4 K stage

reached∼ 10 K. Since the 4 K stage cools faster than the 2K stage, this caused the switch to deactivate

before the 2 K stage had even reached∼ 50 K.

To resolve this, we machined custommounts to flip the orientation of the thermal switch.

Figure A.4: Themal switch that needed to be flipped upside down because Cryomech installed it in the wrong direction.

We also covered holes on the pulse tube stages with copper foil in places where it was difficult to install

solid copper shielding. In particular, on the 40K stage, which sits inside the collar and is hard to access

after assembly, we gold-plated the copper foil in-house and used it to cover the top side.

A.3 Windows

We used BK-7 glass as the material for the windows because it is effective at blocking wavelengths

prominent in the room-temperature BBR spectrum. We cut the glass to our desired sizes using awater

jet, and then sanded the corners with low-grit sandpaper. When mounting the windows, we applied

Kapton tape to the window mounts to avoid hard contact, leaving the corners tape-free so that the
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(a) (b)

Figure A.5: (a) Gold-plated copper foil around the pulse tube that gets hidden in the collar after assembly. The gold plating

was done in-house. (b) Copper foil around the copper braid thermal links on the 4K shield to cover the gaps.
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clamping force would be lower at the corners—where the glass is most likely to crack.

One thing to note is that BK-7 is a good absorber of room-temperature BBR, so it’s important to

minimize the window area to reduce thermal loads on the 40 K shields. We ended up covering some

of the window area with superinsulation to reduce the heat load on the 40 K stage.

(a) (b) (c)

FigureA.6: (a)Glasswindows cut on thewater jet. (b)Kapton tapepatterns avoiding the corners. (c)Windowmountedwith

titanium screws.

A.4 Sorbs

To pump out helium buffer gas effectively, we used charcoal sorbs in the 4 K section. We made char-

coal sorb fins by Stycasting coconut charcoal (8–30 mesh) onto Copper 101 plates that had been

roughened with 200-grit sandpaper (sanded to improve adhesion of the Stycast). The 8–30 mesh

charcoal—meaning particles between 8 and 30 mesh in size—had enough variation in grain size to

effectively cover the surface when sprinkled onto the Stycast-coated copper plates.

A.5 Heat sinking thermometer wires

Another source of heat leaking into the 4 K and 2 K sections is conductive heat through the ther-

mometer wires. To mitigate this, we heat-sunk the thermometer wires to the 40 K stage before they
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(a) (b) (c)

Figure A.7: (a) Copper 101 plates sanded with 200-grit sandpaper where the charcoal attaches. (b) Charcoal attached to

the copper plates with Stycast. (c) Sorb plates mounted inside the 4K shields.

were connected to the colder parts of the beam box. We used copper barrels approximately 0.5” in

diameter and 1” in height. The thermometer wires were wrapped around each barrel about 10 times

and secured with Stycast. The barrels were bolted onto the 40 K shields using 1/4-20 brass screws.

A.6 Gas fill lines and gas handling

In the SrOH experiment, we use two types of gases in the beam box: helium for buffer-gas cooling,

and water for producing SrOHmolecules through chemical reactions.

For the helium gas, it must thermalize with the cell walls at 2 K. We heat-sink the helium fill line at

the 40 K and 4K stages before it enters the cell. The heat sinking is done using copper barrels, around

which the fill lines are wrapped and brazed, as shown in Fig.A.9. TheCopper 101 tubes have an outer

diameter (OD) of 1/8” and an inner diameter (ID) of 1/16”. Each tube has VCR connectors brazed

onto the ends to interface with other tubing.

On the other hand, water vapor needs to enter the buffer gas cell at around room temperature. There-

fore, we use a heated fill line, where chip resistors are Stycasted approximately 1” apart onto a cop-

per tube with an outer diameter (OD) of 1/16” and an inner diameter (ID) of 1/32”, as shown in

Fig. A.10. Note that in this case, the purity of the copper is less critical, since the line operates at room
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FigureA.8: Copper barrel used for heat sinking thermometerwires to the 40K shield. Thewire iswrapped around and then

coveredwith Stycast.
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(a) (b)

FigureA.9: Heliumfill lines (a) inbetween roomtemperatureand40Kshields (b) inside40Kshields. Theheat sink ”barrels”
are highlighted with red boxes.
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temperature. Finally, the tip of the fill line is connected to the cell’s heated fill line segment (explained

later) using a Teflon tube adapter. The Teflon ensures that the connection remains leak-tight at low

temperatures.

Copper tube

Chip resister (heater)

Kapton tape

Stycast

(a)

(b)

(c)

FigureA.10: (a) Picture of heated fill line. (b) Schematic drawing. (c) Heated fill line (covered in superinsulation) attached to

the end piece on the cell.

The gas handling manifold was constructed as shown in Fig. A.11, using VCR connections. Each gas

flows through anMKS flow controller with a metal seal (model GM50A013101RMM020). We typ-

ically flow approximately 4–5 sccm of helium and about 0.2 sccm of water during normal operation.

We also have valves to bypass the flow controller and to pump out each manifold. The helium source

is a regular compressed gas bottle, and the water source is vapor from distilled water contained in a CF

nipple.

A.7 Cell construction

We designed and machined a cell as shown in Fig. A.12, from a block of Copper 101. The inner cell

diameter is 1.7”with a front aperture of 7mm. The second stage is 1” thickwith an aperture of 9mm.

The helium fill line attaches to the back of the first-stage cell, and the water fill line attaches diagonally

at 30 degrees, pointing toward the Sr metal target. We attach a separate heated fill line tip directly on
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(a)

(c)

(b)

Figure A.11: (a) Front side of the gas-handling manifold. (b) Back side. (c) Schematic drawing (only the Helium manifold is

shown).
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the cell and connect it to the rest of the heated water fill line using a Teflon piece. The heated fill line

extends into the cell, with the tip almost flush with the cell wall inside. The connection to the cell

is made through thin Teflon tubing and an Ultem (yellow in the picture) grabber. To mechanically

stabilize the heated fill line piece on the cell, we used a G-10 holder of 1/8” thickness, 0.5” width, and

3.25” length. Then, we used two stainless steel rods and small G-10 pieces to secure the other end of

the heated fill line.

(a) (b)

FigureA.12: Different viewsof thecellwith theheatedfill lineend. (a) FromtheYAGwindowside. (b) Fromthe rearwindow

side.
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